
Negative probabilities
A new perspective?



Outline of the talk

1. Defensive remarks 

2. Entropy of negative ‘probability’ distributions    

3. Applications/speculations     



A. Kolmogorov: “Axiom III: A non-negative real number P(A) is attached to 
each set A of F. This number P(A) is called the probability of the event A”.  

R.P. Feynman: “If a physical theory for calculating probabilities yields a negative 
probability for a given situation under certain assumed conditions, we need not 
conclude the theory is incorrect.” 

J.S. Bell: “Unfortunately I cannot think of anything intelligent to say about 
negative probability, or indeed about the square circle. [There is a] very 
recent paper by Feynman…”  

A. Aspect: “I know that several smart physicists (among them Richard Feynman) 
have considered the negative probabilities as an issue to the EPR problem. As a 
simple-minded experimentalist, I can hardly accept such a solution.“ 

“Although I expect that your attitude towards negative probabilities is very negative.“ 
“Correct, Abdus Salam”  
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Entropy of negative probability distribution



Entropy of negative probability distribution

H(X) + H(Q) = H(Z) > 0

Unappealing definition of H(X) 

as H(Z) - H(Q) with min[H(Z)] 



Entropy of negative probability distribution

H(X) = - H(R) - H(Q) 

But how to quantify this?



Applications

Why bother?

Entropy ‘cost’ to could quantify  
co-measurability ‘deficit’  



Why bother?

Quantifying H(A,A’) measures how non-classical it is

Applications



Why bother?

This ‘recovers’ complete dynamics.  
What is deficit of information here? 

Applications




