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Abstract

This is the third paper in the series introducing the Dissimilarity Cumulation theory and its main

psychological application, Universal Fechnerian Scaling. The previously developed dissimilarity-based

theory of path length is used to construct the notion of a smooth path, de�ned by the property that the

ratio of the dissimilarity between its points to the length of the subtended fragment of the path tends to

unity as the points gets closer to each other. We consider a class of stimulus spaces in which for every

path there is a series of piecewise smooth paths converging to it pointwise and in length; and a subclass

of such spaces where any two su¢ ciently close points can be connected by a smooth �geodesic in the

small.�These notions are used to construct a broadly understood Finslerian geometry of stimulus spaces

representable by regions of Euclidean n-spaces. With an additional assumption of comeasurability in the

small between the canonical psychometric increments of the �rst and second kind, this establishes a link

between Universal Fechnerian Scaling and Multidimensional Fechnerian Scaling in Euclidean n-spaces.

The latter was a starting point for our theoretical program generalizing Fechner�s idea that sensation

magnitudes can be computed by integration of a local discriminability measure.

Keywords: arc length, convexity, discrimination probability, dissimilarity, Fechnerian Scaling, geodesic,

Finsler geometry, indicatrix, oriented distance, perceptual discrimination, Regular Minimality, same-

di¤erent judgements, smooth path, stimulus space.

1. Introduction

This is the third in a series of papers dealing with the mathematical theory of Dissimilarity Cumulation (DC)

and its application to pairwise discrimination probabilities, termed Universal Fechnerian Scaling (UFS). In

the �rst paper of the series (Dzhafarov & Colonius, 2007) we introduced the notion of dissimilarity function

and showed how it imposes a topology, uniformity, and metric on stimulus spaces. Relevant aspects of this

paper are recapitulated in Section 2.2. Some of them are also mentioned, brie�y and informally, in Section

1.1. In the second paper (Dzhafarov, 2008) the general DC theory was used to introduce the notion of the

�Department of Psychological Sciences, Purdue University, 703 Third Street, West Lafayette, IN 47907-2081, USA. E-mail

address: ehtibar@purdue.edu (E.N. Dzhafarov).
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path length and to specialize the theory to stimulus spaces in which points can be connected by continuous

paths. Elements of this theory are informally outlined in Section 1.2 and more rigorously recapitulated in

Section 2.3.

The present paper is an attempt to further specialize the DC theory to spaces with appropriately de�ned

smooth paths, and to arrive through a series of intermediate constructions to a Finslerian theory of subjective

(Fechnerian) distances which was the starting point for our theoretical program of Generalized Fechnerian

Scaling (Dzhafarov, 2002a-d; Dzhafarov & Colonius, 1999, 2001).

The recapitulation of the two previous papers given below is by necessity schematic and incomplete. It is

merely a list of de�nitions and relevant results, with justi�cations, proofs, and detailed explanations left out.

Although this list makes the present paper formally self-su¢ cient, the reader should consult the previous

papers to understand the general context and motivations for our approach (the speci�c motivation for the

specialization of the DC and UFS theories to smoothly connected spaces is given in Section 1.3).

All special terms mentioned in the rest of this Introduction are rigorously de�ned in the subsequent

sections. The two abbreviations, DC and UFS, are used throughout the paper.

1.1. Basics of Dissimilarity Cumulation (Informal Account)

The main idea of Fechner�s original theory (Fechner, 1860, 1877, 1887) can be interpreted as shown in Fig.

1 (Dzhafarov, 2001; Dzhafarov & Colonius, 1999). If stimuli are represented by an interval of real numbers,

as Fechner always assumed, the subjective distance from a stimulus a to stimulus b is computed as follows:

every stimulus x is characterized by its dissimilarity from its �immediate�neighbors on the right (e.g., the

derivative with respect to y of the probability with which y is judged to be greater than x; taken at y = x),

and this dissimilarity value is cumulated (integrated) as x moves from a to be b through all intermediate

stimuli.

a b

area = distance from a to b

dissimilarity of x+dx from x

x x+dx

Figure 1. A possible interpretation of Fechner�s main idea. To compute the subjective (Fechnerian) distance from a to b on

a stimulus continuum, one cumulates (here, integrates) the dissimilarity of x from its �in�nitesimally close� neighbors on the

right as x varies from a to b.

The DC theory proposed in Dzhafarov and Colonius (2007) can be viewed as a sweeping generalization of

this idea of cumulating dissimilarities as one moves in a stimulus space from one stimulus to another through



Dissimilarity Cumulation Theory in Smoothly-Connected Spaces 3

a

b

x1

x2

x3

x4 x5

y1

y2

y3

y4

Figure 2. An illustration for dissimilarity cumulation and the computation of distances. Trying all possible chains leading

from a to b in the stimulus space (shown is a chain ax1x2x3x4x5b, dashed line) and �nding the in�mum of the corresponding

cumulated dissimilarities (the cumulated dissimilarity for the chain shown is Dax1 +Dx1x2 + ::: +Dx5b) one computes the

oriented distance Gab from a to b: The cumulated dissimilarity for chains leading from b to a (shown is a chain by1y2y3y4a;

point line) and the oriented distance Gba are determined analogously. The overall, symmetrical distance G�ab between a

and b can be thought of as Gab+Gba; or as the in�mum of the dissimilarities cumulated along all closed chains of stimuli

containing a and b.

intermediate stimuli. Given an arbitrary set of stimuli of a certain kind (say, colors or human faces), any two

stimuli a;b in it are characterized by a (generally asymmetric) degree of dissimilarity Dab.1 In computing

the Fechnerian distance from a to b, however, one has to consider all possible ways ax1:::xkb of getting from

a to b (see Fig. 2) and compare all the corresponding values of cumulated dissimilarity

Dax1:::xkb = Dax1 +Dx1x2 + : : :+Dxkb:

The Fechnerian distance Gab from a to b then is posited to be the smallest value of Dax1:::xkb achievable

in this way (more precisely, the greatest lower boundary for Dax1:::xkb over all possible routes x1:::xk).

If this in�mum equals Dab, then the dissimilarity D and distance G coincide. In other cases Dax1:::xkb

for some nonempty chain of stimuli x1:::xk may be smaller than Dab: then the Fechnerian distance Gab

is smaller than Dab. It is possible in some stimulus spaces that the in�mum of Dax1:::xkb can only be

approached as k ! 1 and the cumulated dissimilarities Dax1; Dx1x2; : : : ; Dxkb all tend to zero. In such

cases the �nite chains of stimuli connecting a to b may be replaced by continuous paths, as discussed in

Sections 1.2 and 2.3.

The Fechnerian distance Gab is an oriented distance, meaning that it has all de�ning properties of a

metric except for symmetry. The overall (symmetric) Fechnerian distance between a and b is computed as

G�ab = Gab+Gba: (1)

The reason for this additive symmetrization scheme is given in Section 2.2. If the dissimilarity D is itself a

symmetric distance, then Gab = Dab and G�ab = 2Dab.
1Although the notation we use should be clear from the context, the reader may consult Section 2.1 where the notation

conventions are stated explicitly.
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The notion of a dissimilarity Dab therefore is more general than that of a distance, and it is used

as a building block for computing distances among stimuli. Essentially, dissimilarity Dab is a nonnegative

uniformly continuous function vanishing only at a = b and having the following property: consider a sequence

of stimulus chains

X1 = x
1
1:::x

1
k1 ; X2 = x

2
1:::x

2
k2 ; : : : ; Xn = x

n
1 :::x

n
kn ; : : : ;

with elements and their numbers varying from one chain to another; denote the cumulated dissimilarity

along the chain Xn (also referred to as the D-length of the chain Xn) by

DXn = Dxn1x
n
2 +Dx

n
2x

n
3 + :::+Dx

n
kn�1x

n
kn ;

the property in question is that DXn can gradually vanish (converge to zero as n!1) only if the dissimi-

larity Dxn1x
n
kn
of its terminal element from its initial element gradually vanishes too.

When applied to discrimination probabilities  ab (the probability with which a and b are judged to be

di¤erent), the canonical psychometric increments

	(1)ab =  ab�  aa;

	(2)ab =  ba�  aa
(2)

are posited to be, both of them, dissimilarity functions.2 The term �canonical� refers to an appropriately

chosen labeling of the stimuli, under which

 aa < min f ab; bag (3)

for any distinct a;b: The law of Regular Minimality (Dzhafarov, 2002d, 2006; Dzhafarov & Colonius, 2006a)

which we posit as a cornerstone principle of UFS guarantees that such a labeling (a canonical representation

of stimuli) is possible.3 The overall (symmetric) metric G�ab computed from either of the two functions

	(1) and 	(2) (the value of G�ab being the same in either case) is interpreted as the subjective distance

between a and b.

1.2. Path Length in General (Informal Account)

In the second paper of the series (Dzhafarov, 2008) the DC theory was applied to spaces in which points

can be connected by continuous paths (with respect to the topology and uniformity imposed on stimuli by

the dissimilarity function, as described in Section 2.2). The D-length of a path is de�ned as the lower limit

2We call 	(1) and 	(2) the (canonical) psychometric increments of, resp., the �rst kind and the second kind. Anything

computed from 	(1) (or 	(2)) then acquires the designation �of the �rst kind� (resp., �of the second kind�). One of the

important features of UFS is that the overall (symmetrical) distance G�ab is the same whether it is computed from 	(1) or

	(2):
3Although we do not emphasize this topic in this paper, the physical identities of the �rst and second a in (a;a) need not

be the same: the identity of a stimulus is encoded by its label and its observation area, the latter corresponding to its position

in an ordered pair of stimuli (Dzhafarov, 2002d; Dzhafarov & Colonius, 2006a, 2007).
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of the D-lengths of �nite chains which converge to the path in some well-de�ned sense (Fig. 3). If D itself

is a metric, the theory reduces to the well-known metric-based theory of path length (Blumenthal, 1953;

Blumenthal & Menger, 1970; Busemann, 2005). In this special case the length of a path is simply the limit

length of the chains inscribed in the path (i.e., the chains whose elements belong to the path�s image). In

general, however, the chains converging to a path need not be inscribed (as one can see in Fig. 3). With

this important di¤erence, it is shown in Dzhafarov (2008) that all the principal results of a metric-based

theory of path length also hold in the general, dissimilarity-based theory. This means that these results are

not critically based on the triangle inequality and symmetry, the two de�ning properties of a metric which

a dissimilarity function need not possess.

a
b

b

a

s

d
a

b

b

a

s

d

Figure 3. An illustration for the convergence of chains (more precisely, chains-on-nets, as de�ned in Section 2.3) to a path. The

path is shown as a continuous mapping of an interval [a; b] to a stimulus space, with the image indicated by the thick curve.

The chain is indicated by closed circles assigned to points in [a; b] and connected by thick point lines. The convergence means

that � ! 0 (where � is the largest dissimilarity between an element of the chain and the corresponding point on the path) and

� ! 0 (where � is the largest interval in the net of points to which the elements of the chain are assigned). The D-length of the

path is the limit inferior of the D-lengths of all such converging chains.

As mentioned earlier, for some stimulus spaces endowed with dissimilarity functions the �nite chains of

stimuli connecting a to b in the computation of Gab may be replaced by continuous paths. One prominent

class of stimulus spaces in which this happens is that of spaces with intermediate points. The de�ning

property of such a space is that with any two distinct points a;b it contains a third distinct point m such

that

Dam+Dmb � Dab: (4)

If D is a metric, this notion specializes to that of a convex space in the sense of Menger, where the inequality

is replaced with equality,

Dam+Dmb = Dab: (5)
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If a space with intermediate points is also complete (as de�ned in Section 2.3), the oriented metric Gab

induced by D is intrinsic: Gab coincides with the in�mum of D-lengths of all arcs connecting a to b:

In UFS, all computations of the path length theory are invariant with respect to which of the two canonical

psychometric increments, 	(1) or 	(2); is chosen to play the role of D.

b

a

b

c

x(c)

a c

( ) ( )tc xxψ

( ) ( )ct xxψ
or

c

Figure 4. A continuously di¤erentiable path x (t) (thick curve) is shown as a mapping of an interval [a; b] (horizontal line

segment) into a stimulus space (grey area). For any point c 2 [a; b] there is a function t 7!  x (c)x (t) de�ned for all t 2 [a; b]

(shown by V -shaped curves for three positions of c). The derivative of  x (c)x (t) at t = c+ (the slope of the tangent line at

the minimum of the V -shaped curve) is taken for the value of F1 (x (c) ; _x (c)), and the integral of this function from a to b is

taken for the value of 	(1)-length of the path (	(1) playing the role of dissimilarity D). The 	(2)-length of the path is de�ned

analogously, by integrating F2 (x (c) ; _x (c)) which is obtained by di¤erentiating  x (t)x (c) at t = c + : The inset at the left

top corner shows that one should consider the 	(1)-lengths (or 	(2)-lengths) for all such paths from a to b, and take their

in�mum as the oriented distance G1ab (resp., G2ab). The overall, symmetric distance G�ab is computed as G1ab+G1ba or

G2ab+G2ba; the two sums being the same.

1.3. Finslerian Geometry of Path Length (Informal Account)

The motivation for the present paper is related to that fact that the treatment of path length and intrinsic

metrics in Dzhafarov (2008) is quite di¤erent from the di¤erential-geometric treatment with which the theo-

retical program of Generalized Fechnerian Scaling began (Dzhafarov, 2002a-d; Dzhafarov & Colonius, 1999,

2001). The di¤erential-geometric treatment is closer to our interpretation of Fechner�s original theory (Fig.

1) in that the dissimilarity cumulation in it is e¤ected by integrating dissimilarities between �in�nitesimally
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close�stimuli.

The scope of this di¤erential-geometric treatment is restricted to stimulus spaces representable canonically

(i.e., with (3) satis�ed) by open connected regions of Euclidean n-space. Any two points a;b in such a space

can be connected by a continuously di¤erentiable path x (t) de�ned on a segment of reals [a; b] (see Fig. 4).

Its D-length (with D standing for either 	(1) or 	(2)) can be de�ned by means of the following construction.

Suppose that for any c 2 [a; b] the discrimination probabilities  x (c)x (t) and  x (t)x (c) have positive

right-hand derivatives at t = c+;

d x(c)x(t)
dt

���
t=c+

= lims!0+
	(1)x(c)x(c+s)

s = F1 (x (c) ; _x (c))

d x(t)x(c)
dt

���
t=c+

= lims!0+
	(2)x(c)x(c+s)

s = F2 (x (c) ; _x (c)) :
(6)

We term F1 (x (c) ; _x (c)) and F2 (x (c) ; _x (c)) submetric functions4 of the �rst and second kind. Assuming

further that F1 and F2 are continuous, we de�ne the 	(1)-length and 	(2)-length of the path x (t) as integrals

	(1) (x [a; b]) =
R b
a
F1 (x (t) ; _x (t)) dt

	(2) (x [a; b]) =
R b
a
F2 (x (t) ; _x (t)) dt:

(7)

Applying this to all continuously di¤erentiable paths connecting a to b and �nding the in�ma of their 	(1)-

lengths and 	(2)-lengths, one de�nes the oriented Fechnerian distances from a to b of the �rst and second

kind, G1ab and G2ab: The overall Fechnerian distance G�ab is computed by the symmetrization scheme

(1), yielding the same result whether one uses G1 derived from 	(1) or G2 derived from 	(2) (Dzhafarov,

2002d; Dzhafarov & Colonius, 2005a).

Mathematically, the oriented metrics G1 and G2 are known as Finsler metrics in the broad sense of

the term (Dzhafarov & Colonius, 1999, 2001).5 Riemannian metrics being a subclass of Finsler ones, one

can, with some additional assumptions, �nd this approach to subjective distances in the derivation of color

metrics from color discrimination functions (Indow, 1994; Robertson, 1978; Wyszecki & Stiles, 1982) dating

back to the classical work of Helmholtz (1891) and Schrödinger (1920, 1920/1970, 1926/1970). One can

also relate this approach, somewhat less directly, to the di¤erential-geometric constructions considered in

Townsend, Aisbett, Busemeyer, and Assadi (2006), Townsend, Solomon, and Spencer-Smith (2001), and

Zhang (2004, 2006), as well as to the �dimensionality reduction� techniques proposed in Roweis and Saul

(2000) and Tenenbaum, de Silva, and Langford (2000), dating back to Shepard and Carroll (1966).

4 In Dzhafarov & Colonius (2005a) we changed the traditional di¤erential-geometric term metric function into submetric

function, to avoid confusing it with a function which happens to be a metric (distance function).
5The �broad sense�means that the submetric function F (x (t) ; _x (t)), omitting indices, is positive, continuous, and �rst-order

homogeneous in _x (t) (see Theorem 11 in Section 6 for precise formulations), ensuring thereby that 	(x [a; b]) is well-de�ned

and invariant under di¤eomorphic reparametrizations of paths. Finsler geometry in the narrow sense requires in addition that

F (x (t) ; _x (t)) be di¤erentiable su¢ cient (e.g., in�nite) number of times in the components of both x (t) and _x (t), and that

the second-order derivatives of F 2 (x (t) ; _x (t)) with respect to the components of _x (t) form a positive-de�nite matrix (Shen,

2001). Intermediate de�nitions can be obtained, e.g., by imposing convexity or strict convexity conditions on the indicatrices

Ia = fx :F (a;x� a) � 1g (Busemann, 1950, 2005).
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In the unidimensional context, when stimuli are represented by real numbers (such as weight or intensity

measurements), the notion of a path is super�uous. Nevertheless, the di¤erential-geometric scheme described

above formally applies here too, by taking, for instance, the identity mappings [a; b] 7! [a; b] as unidimensional

paths. This allows one to obtain a certain variant of Fechner�s original theory as a proper special case of

the Finslerian treatment, with n = 1. Under the additional assumption that an increase in the magnitude of

stimulus corresponds to an increase in some semantically unidimensional attribute (�sensation�), the slopes

of the probability-of-di¤erent functions in (6) and Fig. 4 can be replaced by the slopes of the probability-of-

greater functions at their medians. Our interpretation of Fechner�s theory then will agree with that proposed

by Pfanzagl (1962); variants or elaborations of Pfanzagl�s interpretation can be found in Creelman (1967),

Falmagne (1971), Krantz (1971), and Iverson (2006).

1.4. Building Bridges

The di¤erential-geometric (Finslerian) theory for path length and Fechnerian metrics, if valid, should con-

stitute a special case of the general theory developed in Dzhafarov (2008) for path-connected spaces. The

relationship between the two, however, is far from being trivial. The main purpose of the present paper is

to show how the Finslerian theory can be achieved by a specialization, through intermediate constructions

which are of interest in their own right, of the dissimilarity-based path length theory. These intermediate

constructions, like the general theory of UFS, are purely psychological, in the technical sense of Dzhafarov and

Colonius (2005a, b): when dissimilarity D is speci�ed as 	(1) or 	(2) in a stimulus space, every stimulus a is

entirely characterized by the probabilities of its discrimination from other stimuli, whereby all computations

of the theory are invariant under all possible relabelings (bijective transformations) of the stimuli.

The Finslerian theory, by contrast, is psycho-physical (again, in the technical sense of Dzhafarov &

Colonius, 2005a, b): it makes use of the physical properties of stimulus space, such as dimensionality,

vectorial structure, and Euclidean topology. There are probably many reasonable ways of arriving at such a

theory. The variant we choose is more general than the Multidimensional Fechnerian Scaling (MDFS) which

started our theoretical program (Dzhafarov & Colonius, 2001), except for one aspect in which the present

theory is more restrictive: as it turns out, the computation of the path length by means of the integration of

a submetric function only accords with the general theory of path length if the submetric function is convex

(a routine assumption in mathematical theories of Finsler spaces which however we found unnecessary to

posit in Dzhafarov & Colonius, 2001, and subsequent publications).

The development to be presented, being derived from a new approach to dissimilarity and subjective

distance (the DC theory), is di¤erent in many essential respects from our earlier generalization of the Mul-

tidimensional Fechnerian Scaling in Dzhafarov and Colonius (2005a).
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1.5. Plan of the Paper

In the next section we recapitulate the notions and results from Dzhafarov and Colonius (2007) and Dzhafarov

(2008) which we need for the present development. In Section 3 we introduce a de�nition of a smooth

path and establish its properties. In Section 4 we study stimulus spaces in which dissimilarities can be

approximated by lengths of special smooth arcs, called simple. In Section 5 we introduce a general notion of

the dissimilarity function that acts locally as a metric, and consider simple arcs that act as geodesics when

connecting �very close�points. In Section 6 we introduce axioms linking the purely psychological notions

of the previous sections with the basic properties of Euclidean n-space when the latter serves to represent

stimuli. In Section 7 we look at details of how the abstract notion of dissimilarity D can be replaced with

psychometric increments 	(1) and 	(2). The concluding section of the paper provides a brief summary of

our results and a general overview of the DC-UFS theory.

2. Some De�nition and Results from the Previous Development

2.1. Notation

As should be apparent from the foregoing, we use boldface lowercase letters to denote stimuli (usually referred

to as points), a; b0; x; yn, etc. Sets of stimuli are denoted by Gothic letters, S; S1; A; etc.

Finite chains of stimuli are presented as strings of points, x1:::xk; k � 0 being referred to as the chain�s

cardinality. A chain as a whole is denoted by an uppercase boldface letter, X; Yn, etc. If X = x1:::xk;

Y = y1:::yl; then XY = x1:::xky1:::yl; appropriately renumbered. In particular, aXb is a chain connecting

a to b:

A real-valued function of two or more stimuli is indicated by a symbol for the function followed by a

string of stimuli:  ab; Dabc; DXn; 	
(�)ab; etc.

For X = x1:::xk; the expression Dx1:::xk, or DX (and analogous expressions with 	(1) and 	(2) playing

the role of D), is always understood as the cumulated dissimilarity along the chain x1:::xk;

DX = Dx1x2 +Dx2x3 + :::+Dxk�1xk: (8)

To distinguish a function x : A 7! S from a point x the former is always indicated with its domain, xjA:

In particular, a path x : [a; b] 7! S is denoted xj [a; b] : If B � A; the restriction of xjA to B is denoted xjB:6

We use the square-bracket notation for intervals of reals (closed, open and half-open): [a; b] ; [a; b[ ; ]a; b] ;

]a; b[ : So (a; b) always indicates an ordered pair of numbers.

Other notation conventions will be explained as they are introduced.

6 In Dzhafarov (2008) paths were usually denoted by letters f , g; and h to distinguish them from �free� points a; b; x; y;

etc. Using the same symbols for paths and points is more in a di¤erential-geometric tradition.
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2.2. Dissimilarity, Chains, Distance

Stimuli are assumed to belong to a set S endowed with a discrimination probability function  : S�S 7!

[0; 1] subject to following constraints:

 ay =  by, for all y 2 S =) a = b

 xa =  xb, for all x 2 S =) a = b

a 6= b =)  aa < min f ab; bag :

(9)

In the complete theory (Dzhafarov & Colonius, 2007) the discrimination probability function need not have

these properties, but the properties it is postulated to have allow one to relabel the stimuli so that (9) is

satis�ed. The �rst two properties in (9) encapsulate the principle of the purely psychological description:

two stimuli which behave identically with respect to all stimuli they are compared to are assigned identical

labels. Once this has been done, the third property in (9) is a consequence of the law of Regular Minimality :

for every stimulus one can �nd a stimulus it is least discriminable from, and the relation of being least

discriminable is symmetrical (a is least discriminable from b if and only if b is least discriminable from a).

In the canonical stimulus space (S;  ) the pairs of stimuli which are least discriminable from each other

are assigned identical labels (see footnote 3). The third property in (9) therefore is referred to as the law

of Regular Minimality in the canonical form. It guarantees that the canonical psychometric increments of

the �rst and second kind, 	(1)ab and 	(2)ab in (3), are positive for all distinct a;b: (In the following the

adjective canonical is sometimes omitted for brevity.)7

We postulate that both 	(1) and 	(2) are dissimilarity functions. Denoting either of them by D; the

(uniform) dissimilarity function is de�ned by the following properties:

D1: a 6= b =) Dab > 0;

D2: Daa = 0;

D3: (Uniform Continuity) If Dana0n ! 0 and Dbnb0n ! 0, then Da0nb
0
n �Danbn ! 0:

7Note that (9) contains in it an empirical hypothesis, according to which  ab may only equal  aa if a and b identically

compare to all stimuli in the stimulus space:  ay =  by for all y and  xa =  xb for all x � implying that a and b are

psychologically equal and should be assigned identical labels. Conversely, if  ay 6=  by for a single y or  xa 6=  xb for a

single x, it should be assumed that a and b have di¤erent percepts, whence  ab (the probability with which a and b are

judged to be di¤erent) must exceed both  aa and  bb. It is easy to verify that (9) does not allow for the perceptual version of

the ancient Greek �sorites�paradox � the hypothetical intransitivity of the perceptual equality relation: a is indistinguishable

from b (presumably meaning  aa =  ab =  ba =  bb), b is indistinguishable from c ( bb =  bc =  cb =  cc), but a is

distinguishable from c ( aa <  ac, or  aa <  ca). There seems to be no factual evidence of these probabilistic relations ever

happening: the intransitivity is only alleged if the (in)distinguishability is described in terms of �just noticeable di¤erences,�

ignoring their probabilistic nature. This is of course an incomplete account of the perceptual �sorites.�A detailed one should

consider that a and b in  ab belong to di¤erent observation areas (see footnote 3), whereas in statements  ay =  by and

 xa =  xb they belong to one and the same observation area (Dzhafarov & Colonius, 2007). One should also consider such

issues as physical variability of stimuli being compared (Dzhafarov, 2006) and the possibility of �creative interactions�between

their images. Such a discussion, however, would lead us beyond the scope of this paper.
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D4: For any sequence of chains anXnbn;

DanXnbn ! 0 =) Danbn ! 0:

In accordance with our notation agreements, if Xn = x
n
1 :::x

n
kn
;

DanXnbn = Danx
n
1 +

k�1X
i=1

Dxni x
n
i+1 +Dx

n
kbn:

A conventional (symmetric) metric is always a dissimilarity function, but a dissimilarity generally is not

symmetric and does not satisfy the triangle inequality.

The following results and de�nitions are taken from Dzhafarov and Colonius (2007), which should be

consulted for details, including reminders for general mathematical terms (topological base, uniformity, etc.).

We de�ne the convergence an $ bn in the stimulus space as meaning Danbn ! 0.

Proposition 1 The convergence $ is re�exive, symmetric, and transitive.

Proposition 2 D induces on S a topology and a uniformity. The topology is based on open balls

BD (x;") = fy 2 S : Dxy < "g

taken for all x 2 S and all real " > 0: The uniformity is based on entourages

UD (") =
�
(x;y) 2 S2 : Dxy < "

	
taken for all real " > 0:

We de�ne the Fechnerian metrics G and G� by

Gab = inf
all possible X

DaXb;

G�ab = Gab+Gba:
(10)

Proposition 3 G� is a symmetric metric (called the�overall�Fechnerian metric), henceG� is a dissimilarity

function. G is an oriented metric which is also a dissimilarity function. The topology (uniformity) induced

on S by G coincides with the topology (uniformity) induced on S by D:

Proposition 4 Gab is uniformly continuous in (a;b) ; i.e., if a0n $ an and b0n $ bn; then Ga0nb
0
n �

Ganbn ! 0:

In UFS, Dab is speci�ed to be 	(1)ab =  ab�  aa or 	(2)ab =  ba�  aa.

Proposition 5 	(1)anbn ! 0 if and only if 	(2)anbn ! 0 (i.e., both mean an $ bn).

Proposition 6 The (canonical) discrimination probability function  ab is uniformly continuous: if a0n $

an and b0n $ bn; then  a0nb
0
n �  anbn ! 0:



12 Dzhafarov

Replacing D in (10) with 	(1) and 	(2) we get two oriented metrics,

G1ab = inf
X
	(1)aXb;

G2ab = inf
X
	(2)aXb:

Proposition 7 For any a;b;

G1ab�G2ba = G2ab�G1ba =  bb�  aa;

whence

G1ab+G1ba = G2ab+G2ba = G�ab:

That is, the overall Fechnerian metric G�ab is the same for the two kinds of psychometric increments.

The latter property provides the main justi�cation for the addition of the oriented distances �to and

from�(G1ab+G1ba; G2ab+G2ba): as shown in Dzhafarov and Colonius (2007), it is satis�ed by no other

�reasonable�symmetrization scheme applicable to all possible spaces satisfying (9).

2.3. Paths, Arcs, and their Lengths

We now recapitulate some de�nitions and results from Dzhafarov (2008). Properties D1-D4 are the only

assumptions posited for the dissimilarity space (S; D), and these assumptions impose on (S; D) topological

and uniform structures (Proposition 2). In particular, since the notion of (uniform) convergence an $ bn in

the space (S; D) is well-de�ned, we can meaningfully speak of continuous and uniformly continuous functions

from reals into S. A path is a continuous (hence uniformly continuous) mapping x : [a; b] 7! S; or xj [a; b].

Given a net

� = (a = x0 � x1 � ::: � xk � xk+1 = b) ;

partitioning [a; b], and a chain

X = x0x1:::xkxk+1

of the same cardinality, the chain-on-net X� is de�ned as

X� = ((x0;x0) ; (x1;x1) ; :::; (xk;xk) ; (xk+1;xk+1)) : (11)

We also de�ne

�� = max
i=0;1:::;k

(xi+1 � xi) (mesh of the net)

�xj[a;b] (X
�) = max

i=0;1:::;k
Dx (xi)xi: (separation of X� from xj [a; b] )

; (12)

and the convergence of X� to xj [a; b],

X� ! xj [a; b]() ��! 0 and �xj[a;b] (X
�)! 0: (13)
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The D-length of path xj [a; b], denoted Dx ([a; b]),8 is de�ned as

Dx ([a; b]) = lim inf
X�2Mb

a

X�!xj[a;b]

DX = lim inf
X�2Mb

a
��!0

�xj[a;b](X
�)!0

DX; (14)

whereMb
a is the set of all chains-on-nets whose nets partition [a; b] :

Proposition 8 For any path xj [a; b] connecting a to b;

Dx ([a; b]) � Gab � 0;

and Dx ([a; b]) = 0 if and only if x ([a; b]) = fag = fbg :

Proposition 9 D-length is additive, i.e., for any c 2 [a; b] ;

Dx ([a; c]) +Dx ([c; b]) = Dx ([a; b]) :

For [x; y] � [a; b] ; Dx ([x; y]) is uniformly continuous in (x; y) ; nondecreasing in y and nonincreasing in x:

A sequence of paths xnj [a; b] is said to converge to a path xj [a; b], in symbols xnj [a; b]! xj [a; b] ; if

�xj[a;b] (xnj [a; b]) = max
x2[a;b]

Dx (x)xn (x)! 0 (15)

as n!1:

Proposition 10 (lower semicontinuity) For any xnj [a; b]! xj [a; b] ;

Dx ([a; b]) � lim inf
n!1

Dxn ([a; b]) :

Two paths xj [a; b] and yj [c; d] are each others�reparametrizations if for some nondecreasing and onto

(hence continuous) mapping � : [c; d] 7! [a; b] ;

y (x) = x (� (x)) ; x 2 [c; d] : (16)

Proposition 11 If xj [a; b] and yj [c; d] are each others�reparametrizations,

Dx ([a; b]) = Dy ([c; d]) :

Dx ([a; b]) may be in�nite. If it is �nite, xj [a; b] is said to be D-recti�able. In this case xj [a; b] allows

for a special reparametrization called natural D-parametrization: Denoting D0 = Dx ([a; b]) ; the mapping

� : [a; b] 7! [0; D0] is de�ned by

� (x) = Dx ([a; x]) ; (17)

8Although the expression x ([a; b]) denotes the image of the path in S; the expression Dx ([a; b]) must not be taken to imply

that the D-length of a path only depends on its image in S: it is simply more convenient to write Dx ([a; b]) than the more

correct Dxj [a; b]
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and the natural D-parametrization of xj [a; b] is the path nj [0; D0] such that

x (x) = n (� (x)) ; x 2 [a; b] : (18)

It has the property

Dn ([u; v]) = v � u (19)

for any [u; v] � [0; D0] :

A path is an arc if it can be reparametrized into a homeomorphic path. In other words, yj [c; d] is an arc

if one can �nd a nondecreasing and onto (hence continuous) mapping � : [c; d] 7! [a; b], such that it satis�es

(16) for some one-to-one and continuous (hence homeomorphic) function xj [a; b]. Put equivalently, a path

yj [c; d] is an arc if and only if, for any a 2 y ([c; d]), y�1 (fag) is an interval (necessarily closed) in [c; d]. If

an arc is recti�able, then its natural D-parametrization is a homeomorphism.

Proposition 12 Let xj [a; b] be a D-recti�able path with distinct endpoints a;b. Then there is an arc

yj [a; b] connecting a to b such that

y ([a; b]) � x ([a; b])

and

Dy ([a; b]) � Dx ([a; b]) ;

where the inequality is strict if xj [a; b] is not an arc.

Given a path xj [a; b] connecting a to b, a chain-on-net X� in (11) is said to be inscribed in this path if

xi = x (xi) ; i = 0; 1; :::; k + 1:

For inscribed X� 2Mb
a; �xj[a;b] (X

�) = 0; so

X� ! xj [a; b]() ��! 0: (20)

De�ne

Dinsx ([a; b]) = lim
inscribed X�2Mb

a

X�!xj[a;b]

DX = lim
inscribed X�2Mb

a
��!0

DX: (21)

This quantity need not exist, and if it does,

Dinsx ([a; b]) � Dx ([a; b]) :

We have two important results related to inscribed chains-on-nets.

Proposition 13 If the dissimilarity D is a metric (oriented or symmetric), then for any path xj [a; b] ;

Dx ([a; b]) = Dinsx ([a; b]) :

Proposition 13 will be generalized in Section 5.
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Proposition 14 Let X�n
n be a sequence of chains-on-nets inscribed in path xj [a; b], i.e.,

X�n
n = f(xni ;x (xni ))gi=0;:::;kn+1

�
xn0 = a; xnkn+1 = b

�
:

Then there is a sequence of Z�nn ! xj [a; b] with DZn ! Dx ([a; b]) such that

X�n
n � Z�nn

for every n:

In other words, if for every n one chooses an arbitrary inscribed chain-on-net, then a sequence of Z�nn

converging to xj [a; b] pointwise and in length can be constructed so that each chain-on-net Z�nn passes

through the corresponding inscribed one (Fig. 5).

a
b

b

a

Figure 5. An illustration for Proposition 14. Open circles represent an inscribed chain (as they lie on the image of the path,

shown by the thick curve). The chain shown by the point line �passes through� this inscribed chain (i.e., includes it as a

subsequence).

Since the metric G induced by D in accordance with (10) is itself a dissimilarity function, the G-length

of a path xj [a; b] is de�ned as

Gx ([a; b]) = lim inf
X�2Mb

a

X�!xj[a;b]

GX; (22)

where (putting X = x0x1 : : :xkxk+1),

GX =

kX
i=0

Gxixi+1: (23)

(It is easy to show that the convergence X� ! xj [a; b] �in the G sense� is the same as �in the D sense.�)

The fundamental result here is that Gx ([a; b]) and Dx ([a; b]) always coincide.

Proposition 15 For any path xj [a; b],

Gx ([a; b]) = Dx ([a; b]) :
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The remaining topic from Dzhafarov (2008) we make use of in the present paper is that of intrinsic

metrics and complete spaces with intermediate points. As mentioned in the Introduction, a space (S; D) is

said to be a space with intermediate points if for any distinct a;b one can �nd an m such that m =2fa;bg

and Damb � Dab. The space is complete if for any sequence of points xn such that

lim
k!1
l!1

Dxkxl = 0;

there is a point x in S such that xn $ x:

Proposition 16 In a complete space with intermediate points, any a can be connected to any b by an arc

xj [a; b] with

Gab � Dx ([a; b]) � Dab

The Fechnerian metric Gab in such a space is intrinsic: Gab equals the in�mum of Dx ([a; b]) over all paths

(equivalently, all arcs) connecting a to b:

When applied to UFS, we have the following equivalence property which will be utilized in Section 7.

Proposition 17
�
S;	(1)

�
is a complete space with intermediate points if and only if so is

�
S;	(2)

�
:

3. Smooth paths

We begin by introducing paths whose length can be obtained by integrating a generalized version of the

submetric function F (x (t) ; _x (t)) mentioned in Section 1.3.

Refer to Fig. 6. A path xj [a; b] is called D-smooth (or simply smooth when confusion is unlikely) if

lim
��t!0+

Dx (t)x (�)

Dx ([t; � ])
= 1: (24)

( )tx

( )τx

τ
t

Figure 6. A fragment of a smooth path. As t and � get closer, the �chord-to-arc� ratio of the dissimilarity Dx (t)x (�) to the

D-length from x (t) to x (�) tends to 1.
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We could have formulated the de�nition in a seemingly weaker form: xj [a; b] is D-smooth if for any

c 2 [a; b] ;

lim
t!c
�!c

Dx (t)x (�)

Dx ([t; � ])
= 1: (25)

It is easy to see, however, that the two de�nitions are equivalent.

Lemma 1 The de�nitions (24) and (25) are equivalent.

Proof. The implication (24) =) (25) being obvious, we prove the reverse implication. Assume the

contrary: let (25) hold but there be a sequence [tn; �n] with �n � tn ! 0+ and

Dx (tn)x (�n)

Dx ([tn; �n])
6! 1:

Then either lim sup or lim inf of the ratio is a quantity L 6= 1; and then for some subsequence of [tn; �n]

(without loss of generality, the sequence itself),

Dx (tn)x (�n)

Dx ([tn; �n])
! L:

The interval [a; b] being compact, some subsequence of [tn; �n] � [a; b] converges to a point c 2 [a; b] ; whence

we arrive at a contradiction with (25).

Our �rst theorem says that even though D is not a metric (compare with Proposition 13), when it comes

to smooth paths,

Dx ([a; b]) = Dinsx ([a; b]) : (26)

According to the de�nition of Dins in (21), this means that

lim
n!1

knX
i=0

Dx (tni )x
�
tni+1

�
exists and equals Dx ([a; b]) for any sequence of nets �n =

�
a = tn0 ; t

n
1 ; :::; t

n
kn
; tnkn+1 = b

�
with ��n ! 0.

Theorem 1 For a smooth path xj [a; b] ; and for any sequence of nets �n =
�
a = tn0 ; t

n
1 ; :::; t

n
kn
; tnkn+1 = b

�
with ��n ! 0 as n!1;

Dx ([a; b]) = lim
n!1

knX
i=0

Dx (tni )x
�
tni+1

�
:

Proof. Since

lim
��t!0+

Dx (t)x (�)

Dx ([t; � ])
= 1;

for every " > 0 one can �nd a � > 0 such that 1� " < Dx(t)x(�)
Dx([t;� ]) < 1 + " whenever � � t < �: Then, for any

net �n with ��n < �,

1� " <
Pkn
i=0Dx (t

n
i )x

�
tni+1

�Pkn
i=0Dx

��
tni ; t

n
i+1

�� < 1 + ":
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But by the additivity of D-length (Proposition 9),

knX
i=0

Dx
��
tni ; t

n
i+1

��
= Dx ([a; b]) ;

and the statement of the theorem follows.

The dissimilarities among points taken on a smooth path exhibit the following property that can be called

additivity-in-the-small (Fig. 7).

( )tx

( )α−tx

( )β+tx

α−t
t

β+t

Figure 7. A fragment of a smooth path. As the two �anking points get closer to the �xed middle one, the sum of the

dissimilarities Dx (t� �)x (t) and Dx (t)x (t+ �) gets closer to Dx (t� �)x (t+ �) :

Theorem 2 For a smooth path xj [a; b] and any t 2 ]a; b[ ;

lim
�!0+
�!0+

Dx (t� �)x (t) +Dx (t)x (t+ �)
Dx (t� �)x (t+ �) = 1

Proof. On rewriting the ratio as

Dx ([t� �; t]) Dx(t��)x(t)Dx([t��;t]) +Dx ([t; t+ �])
Dx(t)x(t+�)
Dx([t;t+�])

Dx ([t� �; t+ �]) Dx(t��)x(t+�)Dx([t��;t+�])

the result follows from the de�nition of a smooth path and the additivity property for D-length.

A path xj [a; b] is called smoothly D-parametrized if

lim
s!0+

Dx (t)x (t+ s)

s

exists and is positive and continuous in t 2 [a; b[ :

Clearly, the limit only depends on an arbitrarily small right-hand vicinity of t; and following Dzhafarov

and Colonius (2005a) we denote this limit

F (x (t) ;�x (t)) = lim
s!0+

Dx (t)x (t+ s)

s
: (27)
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The composite symbol (x (t) ;�x (t)) is called an arc element, a generalization of the �line element� of a

Finslerian geometry (see Section 6). Intuitively, an arc element indicates a point x (t) paired with a direction

of stimulus change�x (t), that can be thought of as an �in�nitesimally small�arc. The formal de�nition given

in Dzhafarov and Colonius (2005a) is as follows. Two paths xj [a; b] and yj [c; d] are called codirectional if

a = c and x (t) = y (t) for all t 2 [a;min fb; dg] : Arc element (x (t) ;�x (t)) is the equivalence class of all paths

codirectional with xj [t; b] (t 2 [a; b[).

Given a path xj [a; b], an arc element (x (t) ;�x (t)), and a k > 0; the equivalence class of all paths codirec-

tional with a fragment yj [t; t+ s] of a path de�ned by y (t+ s) = x (t+ ks) is an arc element (y (t) ;�y (t))

which can be denoted (x (t) ; k�x (t)) : This notation and the observation that

F (x (t) ; k�x (t)) = lim
s!0+

Dx (t)x (t+ ks)

s
= k lim

ks!0+

Dx (t)x (t+ ks)

ks
= kF (x (t) ;�x (t)) (28)

justify calling F (x (t) ;�x (t)) a generalized submetric function.9

We show next that a smooth path always allows for a smooth parametrization.

Theorem 3 A parametrization xj [a; b] of a smooth path is smooth if and only if it is a positive di¤eomorphic

reparametrization of its naturalD-parametrization. In particular, the naturalD-parametrization of a smooth

xj [a; b] is smooth.

Proof. The ratio
Dx (t)x (t+ s)

Dx ([t; t+ s])

is clearly invariant under all (continuous) reparametrizations, including the natural D-parametrization

nj [0; Dx ([a; b])] de�ned by x (x) = n (� (x)) with � (x) = Dx ([a; x]). So,

Dx (t)x (t+ s)

Dx ([t; t+ s])
=
Dn (� (t))n (� (t+ s))

Dn ([� (t) ; � (t+ s)])
:

We have then, on denoting � = � (t) and � = � (t+ s)� � (t),

1 = lim
s!0+

Dn (� (t))n (� (t+ s))

Dn ([� (t) ; � (t+ s)])
= lim
�!0+

Dn (�)n (�+ �)

�
:

This proves the second statement of the theorem, as the function

lim
�!0+

Dn (�)n (�+ �)

�
= Fn (n (�) ;�n (�)) � 1

is positive and continuous.

Next we observe that

Dx (t)x (t+ s)

s
=
Dn (� (t))n (� (t+ s))

Dn ([� (t) ; � (t+ s)])
� � (t+ s)� � (t)

s
;

9See footnote 5 for the properties of a submetric function in Finsler geometry, broadly understood. The present account of

F (x (t) ;�x (t)) is simpler than in Dzhafarov and Colonius (2005a) because Property D4 of dissimilarity stated in Section 2.2

allows one to circumvent the theory of regular variation which played a prominent role in the previous versions of Fechnerian

Scaling (see Dzhafarov, 2002a,b,c,d).
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whence

lim
s!0+

Dx (t)x (t+ s)

s
= lim
s!0+

� (t+ s)� � (t)
s

=
d� (t)

dt+
:

We see that

F (x (t) ;�x (t)) = lim
s!0+

Dx (t)x (t+ s)

s

exists as a positive continuous functions if and only if so does d� (t) =dt + : But then (see, e.g., Bruckner,

1978, p. 53)
d� (t)

dt
=
d� (t)

dt+
;

i.e., � is a positive di¤eomorphism.

Theorem 4 For a smooth parametrization xj [a; b] of a smooth path, as s! 0+;

Dx (t)x (t+ s) =s

F (x (t) ;�x (t))
! 1

uniformly.

Proof. Using the same argument and notation as in the proof of Theorem 3,

Dx (t)x (t+ s) =s

F (x (t) ;�x (t))
=
Dn (� (t))n (� (t+ s))

Dn ([� (t) ; � (t+ s)])
� (� (t+ s)� � (t)) =s

d� (t) =dt
:

The left multiplicand tends to 1 uniformly by the de�nition of a smooth path. The right multiplicand is

continuous on [a; b]� [0; s0] (where s0 is any positive number), so it is uniformly continuous, hence converging

to 1 uniformly.

The next result can be viewed as a justi�cation for our de�nition of a smooth path.

Theorem 5 For a smooth and smoothly parametrized path xj [a; b] ;

Dx ([a; b]) =

Z b

a

F (x (t) ;�x (t)) dt:

Proof. By Theorem 1, for any sequence of nets �n =
�
a = tn0 ; t

n
1 ; :::; t

n
kn
; tnkn+1 = b

�
with ��n ! 0;

Dx ([a; b]) = lim
n!1

knX
i=0

Dx (tni )x
�
tni+1

�
= lim
n!1

knX
i=0

Dx (tni )x
�
tni+1

�
tni+1 � tni

�
tni+1 � tni

�
:

By Theorem 4,
Dx(tni )x(t

n
i+1)

tni+1�tni

�
tni+1 � tni

�
F (x (tni ) ;�x (t

n
i ))
�
tni+1 � tni

� ! 1

uniformly as ��n ! 0, whence

lim
n!1

Pkn
i=0

Dx(tni )x(t
n
i+1)

tni+1�tni

�
tni+1 � tni

�
Pkn
i=0 F (x (t

n
i ) ;�x (t

n
i ))
�
tni+1 � tni

� = 1:
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But, due to the continuity of F in t and by the de�nition of Riemann integral,

lim
n!1

knX
i=0

F (x (tni ) ;�x (t
n
i ))
�
tni+1 � tni

�
=

Z b

a

F (x (t) ;�x (t)) dt:

This establishes the result.

0

1d

21 dd +

x
y

( )xn
( )1dn

( )yn

n n

Figure 8. An example of a smoothly parametrized path which is not smooth. A path nj [0; d1 + d2] is shown as a mapping into

Euclidean plane (grey area) of an interval [0; d1 + d2] ; with the image consisting of two concatenated straight line segments.

This path is naturally D-parametrized with respect to Euclidean distance taken as the dissimilarity D: this means that the

Euclidean length (= D-length) of the path from its left endpoint to any point n (x) equals x: Clearly, the ratio of Dn (x)n (d1)+

Dn (d1)n (y) to Dn (x)n (y) does not tend to 1 with x and y converging to d1.

Theorem 3 should not be construed to indicate interchangeability between the properties of being smooth

and being smoothly parametrized: neither of these two properties generally implies the other. A smooth

path can be parametrized non-smoothly: to achieve this, as follows from Theorem 3, it would su¢ ce to

reparametrize a smooth parametrization by means of a non-di¤eomorphic homeomorphism of its domain.

A smoothly parametrized path, on the other hand, need not be smooth. For instance, a concatenation of

two smooth paths can always be smoothly parametrized but generally is not smooth. The concatenation of

paths xj [a; b] and yj [c; d] with x (b) = y (c) is the path zj [a; b� c+ d] de�ned by

z (t) =

8<: x (t) if t < b

y (t� b+ c) if t � b
: (29)

Let n1j [0; d1] and n2j [0; d2] be naturally D-parametrized, with n1 (d1) = n2 (0) : Their concatenation

nj [0; d1 + d2] de�ned by (29) is clearly a natural D-parametrization, with

F (n (�) ;�n (�)) = lim
�!0+

Dn (�)n (�+ �)

�
=

8<: lim�!0+
Dn1(�)n1(�+�)

� = 1 if � < d1

lim�!0+
Dn2(�)n2(�+�)

� = 1 if � � d1
:
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Since F (n (�) ;�n (�)) = 1 on its entire domain, nj [0; d1 + d2] is smoothly parametrized. It is easy to construct

examples, however, when nj [0; d1 + d2] violates the additivity-in-the-small property (Theorem 2) at the

concatenation point, and is not therefore smooth (see Fig. 8).

4. Spaces With Simple Bases

Recall the de�nition of an arc in Section 2.3: in the following we tacitly assume that all arcs we deal with are

homeomorphically parametrized. We now introduce smooth arcs of a special kind. It is convenient to denote

them by indicating their initial and terminal points, as in uba , and omitting their speci�c parametrization

uj [a; b] (but uba does not imply that uj [a; b] is uniquely determined by its endpoints).

A set of smooth arcs R is said to form a uniformly simple system (and its elements are referred to as

simple arcs) if whenever ubnan 2 R (an 6= bn) and an $ bn,

Dubnan
Danbn

! 1: (30)

In other words, we require that within a uniformly simple system of arcs the approximation of pairwise

dissimilarities by lengths of simple arcs be uniform.

For instance, if uj [a; b] is a smooth arc, then the set Ru of all subarcs u
u(�)
u(t) ; a � t; � � b; is a uniformly

simple system. Indeed, u (t)$ u (�) if and only if � � t! 0+, and

Du
u(�)
u(t)

Du (t)u (�)
! 1

by the de�nition of a smooth path.

Clearly, any subset of a uniformly simple system is a uniformly simple system, and so is a �nite union of

uniformly simple systems.

Now we formulate the main de�nition of this section (see Fig. 9). A ball BD (p;r) is called simple if any

two points x;y 2 BD (p;r) are connected by an arc uyx such that the set

Rp;r = fuyx : x;y 2 BD (p;r)g (31)

forms a uniformly simple system (hence the arcs uyx are simple arcs). A space (S; D) is said to have a simple

basis if for every p 2 S there is an r > 0 such that BD (p;r) is a simple ball.

Clearly, if BD (p;r) is a simple ball, then so is BD (p;") for any " < r. The term �space with a simple

basis�re�ects the obvious fact that the set of all simple balls BD (p;") in a space with a simple basis forms

a basis for the D-topology of the space.

An analogous de�nition can be given for a simple G-ball: call BG (p;g) a simple G-ball if any x;y 2

BG (p;g) are connected by an arc uyx such that the set

Gp = fuyx : x;y 2 BG (p;g)g (32)
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Figure 9. A schematic representation of a simple D-ball (or a simple G-ball) centered at the point shown by the open circle.

Any two points within the ball can be joined by a simple arc (thick line) whose D-length approximates the dissimilarity between

the points (dashed line): the ratio of the two converges to 1 as the dissimilarity gets smaller.

forms a uniformly simple system.10 Due to the coincidence of the D-topology and G-topology, every simple

D-ball contains a simple G-ball around any of its points, and vice versa. It follows that a space has a simple

basis if and only if a simple G-ball BG (p;g) exists for every p: It makes no di¤erence therefore whether the

space�s topology is viewed as based on balls BD (p;r) or on balls BG (p;g) :

Note that if x;y lie within a simple ball (whether D-ball or G-ball), the image of a simple arc uyx

connecting them need not lie within the ball entirely (as shown in Fig. 9).

The main result of this section is that every recti�able path connecting a to b in a space with a simple

basis can be approximated pointwise and in its D-length by a piecewise smooth (in fact, piecewise simple)

path connecting a to b. We �rst need two auxiliary observations.

The idea and the proof of the �rst of them are due to Busemann (2005, p. 33). Let us call g (p) an

extended continuous function if g (p) is either �nite (real-valued) and continuous, or g � 1:

Lemma 2 In a space with a simple basis, there is an extended continuous function g (p) such that all

BG (p;g (p)) are simple G-balls.

Proof. Since a simple G-ball BG (p;g) exists for every p; the function

g (p) = sup fg : BG (p;g) is simpleg

is well de�ned. Clearly, BG (p;g (p)) is a simple G-ball itself. We prove that g (p) is an extended continuous

10To prevent confusion: the uniformly simple system here is de�ned in the same way as above, in terms of the ratios

Dubnan =Danbn ! 1 within the ball. D is not being replaced with G here, only the de�nition of an;bn being close to p changes.
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function. If g =1 for a single p; then g � 1: Assume that g is �nite. We show that whenever g (p) > g (q) ;

g (p)� g (q) � Gpq:

This is obvious if g (p) � Gpq: If g (p) > Gpq; then

BG (p;g (p)) � BG (q;g (p)�Gpq) :

Indeed, if Gqx < g (p)�Gpq; then

Gpx � Gpq+Gqx < g (p) :

Hence g (p)�Gpq � g (q) :

To formulate our second observation, let uba be an arc. Denote by Mu
b
a the maximum of Dax across all

x belonging to the image of uba .

Lemma 3 If an $ bn (an 6= bn) within a simple ball BD (p;r) ; or BG (p;g) ; then Mubnan ! 0:

Proof. Assume the contrary: Mubnan 6! 0 for some sequence an $ bn: Since the value ofMubnan is attained

by Danx at some xn in the image of ubnan ; we have then a sequence (an;xn) with Danxn 6! 0: But then

Duxnan 6! 0 for the subarcs uxnan of u
bn
an , implying Du

bn
an 6! 0: The latter, however, contradicts

Dubnan
Danbn

! 1

and Danbn ! 0:

Now we can state the main result of this section, which is quite intuitive (Fig. 10).

Theorem 6 In a space (S; D) with a simple basis, for every D-recti�able path xj [a; b] connecting a to b

one can �nd a sequence of piecewise simple (hence piecewise smooth) paths unj [a; b] connecting a to b such

that

unj [a; b]! xj [a; b]

and

Dun ([a; b])! Dx ([a; b]) :

Proof. Observe �rst that the function g (x (t)) for simple G-balls BG (x (t) ;g (x (t))) is an extended

continuous function on [a; b] (Lemma 2), so

g0 = min
t2[a;b]

g (x (t))

is a positive number or 1. In either case the G-balls BG (x (t) ;g0) are simple. Observe next that by

appropriately choosing a net

(a = t0; t1; :::; tk; tk+1 = b)
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a
b

b

a

Figure 10. An illustration for Theorem 6 (compare to Fig. 3). A chain (�lled circles) converging to a path and approximating

its length can be replaced with a concatenation of simple arcs (curves connecting the �lled circles) approximating the length of

the chain and thereby the length of the path.

one can achieve

max
t2[ti;ti+1]

Gx (ti)x (t) �
g0
2
:

Indeed, once ti is chosen for some i (and for i = 0 it is guaranteed), Gx (ti)x (t) for t � ti must reach g0=2

for the �rst time at some point ti+1, unless it never reaches it on [ti; b] ; in which case we put ti+1 = b. The

sequence t0; t1; ::: thus formed must end in b at some step, because otherwise ti+1� ti would converge to zero

as i increases, and since

Gx (ti)x (ti+1) = g0=2

by construction, this would contradict the uniform continuity of xj [a; b] : With the net

(a = t0; t1; :::; tk; tk+1 = b)

constructed, the set of G-balls BG (x (ti) ;g0) (i = 0; :::; k) covers the path xj [a; b]: speci�cally, each G-ball

BG (x (ti) ;g0) contains the subpath xj [ti; ti+1] with

Dx (ti)x (t) �
g0
2

for all t 2 [ti; ti+1] :

Clearly, it is su¢ cient to prove the theorem separately for any of the fragments xj [ti; ti+1], say, for

[� = ti; ti+1 = �] :

Consider a sequence of chains-on-nets

X�n
n =

�
(�;x (�)) = (xn0 ;x

n
0 ) ; (x

n
1 ;x

n
1 ) ; :::;

�
xnkn ;x

n
kn

�
;
�
xnkn+1;x

n
kn+1

�
= (�;x (�))

�
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such that

X�n
n ! xj [�; �]

and

DXn ! Dx ([�; �]) :

It is easy to see that for all su¢ ciently large n;

xn0 ;x
n
1 ; :::;x

n
kn ;x

n
kn+1 2 BG (x (�) ;g0) :

Indeed, as

�xj[�;�] (X
�n
n )! 0;

we have both

Gx (�)x (xni )�Gx (�)xni ! 0

for all possible xni uniformly, and
g0
2
� Gx (�)x (xni ) :

It follows that each xni is connected to x
n
i+1 by a simple arc u

xni+1
xni

(i = 0; 1; :::; kn).

Denoting the concatenation of these arcs (a piecewise simple path) by unj [�; �] ; let (mn;x (mn)) be the

point of xj [�; �] at which

Dx (mn)un (mn) = �xj[�;�] (unj [�; �]) :

Let xin � mn < xin+1 for two successive elements of �n. By the uniform continuity of xj [�; �] ;

Dx (xin)x (mn)! 0;

and by Lemma 3,

Dun (xin)un (mn)! 0:

Combined with

Dx (xin)un (xin)! 0;

this proves the �rst statement of the theorem:

�xj[�;�] (unj [�; �]) = Dx (mn)un (mn)! 0:

Now, as ��n ! 0;

max
i=0;1;:::;kn

Dxni x
n
i+1 ! 0;

and, for any " > 0, n can be chosen su¢ ciently large to ensure

1� " <
Du

xni+1
xni

Dxni x
n
i+1

< 1 + "



Dissimilarity Cumulation Theory in Smoothly-Connected Spaces 27

for all i = 0; :::; kn: Then

1� " <
Pkn
i=0Du

xni+1
xniPkn

i=0Dx
n
i x

n
i+1

< 1 + ":

But, since DXn ! Dx ([�; �]) ; for any � > 0 and su¢ ciently large n;

1� � <
Pkn
i=0Dx

n
i x

n
i+1

Dx ([�; �])
< 1 + �:

It follows that n can be chosen so large that

1� "
1 + �

<

Pkn
i=0Du

xni+1
xni

Dx ([�; �])
<
1 + "

1� � ;

whence the second statement of the theorem follows, on observing that the two boundaries can be made

arbitrarily close to 1.

For completeness, we mention an obvious by-product of this proof.

Theorem 7 In a space with a simple basis any two points a;b can be connected by a piecewise smooth (in

fact, piecewise simple) path. Moreover, the in�mum of the D-lengths of all paths connecting a to b coincides

with the in�mum of the D-lengths of all piecewise simple paths connecting a to b:

The signi�cance of this corollary to Theorem 6 is that in spaces with simple bases where the Fechnerian

distance Gab can be found as an in�mum of the D-lengths of all paths connecting a to b (e.g., in complete

spaces with intermediate points, by Proposition 16), the consideration can be con�ned to only piecewise

smooth, even piecewise simple paths.

5. Metric in the Small Dissimilarities

We say that a dissimilarity function D is metric in the small11 if for every p 2 S there is an r > 0 such that

whenever xn $ yn (xn 6= yn) within BD (p;r) (called a small D-ball, see Fig. 11),

lim
n!1

Dxnyn
Gxnyn

= 1: (33)

Clearly, a metric dissimilarity is also metric in the small.

Due to the coincidence of the D-topology and G-topology, if D is a metric in the small, then every p 2 S

is a center of a G-ball BG (p;g (p)) (called a small G-ball) within which the convergence (33) holds. By the

same argument as in Lemma 2, g (p) can be taken to be an extended continuous function.

Recall the de�nition of Dinsx ([a; b]) in (21) and Proposition 13. The theorem below generalizes this

proposition: for the equality of Dx ([a; b]) and Dinsx ([a; b]) it is su¢ cient for D to be metric in the small.

11The word �metric� is interchangeably used as an adjective (�is metric,� �metric dissimilarity�) or a noun (�is a metric�).
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Figure 11. A schematic representation of a small D-ball (or a small G-ball) centered at the point shown by the open circle. As

two points within the ball converge to each other, the in�mum of the D-lengths for all possible chains connecting them gets

progressively better approximated by the �direct�dissimilarity between them.

Theorem 8 If D is a metric in the small, then

Dx ([a; b]) = Dinsx ([a; b])

for any path xj [a; b] :

Proof. With no loss of generality we may assume that the image x ([a; b]) of the path lies within a small

ball (if it is not, we can subdivide the path into such fragments and prove the theorem for each of them). Let

X�n
n be an arbitrary sequence of chains-on-nets inscribed in xj [a; b] ; with ��n ! 0: The latter is equivalent

to

X�n
n ! xj [a; b] :

According to Proposition 14, one can construct a sequence of

Z�nn ! xj [a; b]

with

DZn ! Dx ([a; b])

such that

X�n
n � Z�nn :

Beginning with some n we can assume (using the same argument as in Theorem 6) that all elements of Zn

lie within the small ball containing x ([a; b]).

For i = 0; 1; :::; kn; let x (xni ) ;x
�
xni+1

�
be two successive elements of Xn; and let x (xni )Zn;ix

�
xni+1

�
be

the corresponding subchain of Zn. Let V�n
n be obtained from Z

�n
n by replacing every x (xni )Zn;ix

�
xni+1

�
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such that Dx (xni )Zn;ix
�
xni+1

�
> Dx (xni )x

�
xni+1

�
with x (xni )x

�
xni+1

�
. It is easy to see that V�n

n ! xj [a; b]

and DVn � DZn, for all n. Consequently,

Dx ([a; b]) � lim inf
n!1

DVn � lim sup
n!1

DVn � lim
n!1

DZn = Dx ([a; b]) ;

whenceDVn ! Dx ([a; b]). Without loss of generality we can assume that Z�nn = V�n
n , soDx (x

n
i )Zn;ix

�
xni+1

�
�

Dx (xni )x
�
xni+1

�
for all n and i = 0; 1; :::; kn. We have then,

1 �
Dx (xni )x

�
xni+1

�
Dx (xni )Zn;ix

�
xni+1

� � Dx (xni )x
�
xni+1

�
Gx (xni )x

�
xni+1

� ;
and as the second ratio uniformly tends to 1 as n!1; so does the �rst ratio. It follows then that

lim
n!1

Pkn
i=0Dx (x

n
i )x

�
xni+1

�Pkn
i=0Dx (x

n
i )Zn;ix

�
xni+1

� = 1:
But

lim
n!1

knX
i=0

Dx (xni )Zn;ix
�
xni+1

�
= Dx ([a; b])

by construction, whence

lim
n!1

knX
i=0

Dx (xni )x
�
xni+1

�
exists and equals Dx ([a; b]) : Since X�n

n was chosen arbitrarily, we also have, by de�nition,

lim
n!1

knX
i=0

Dx (xni )x
�
xni+1

�
= Dinsx ([a; b]) ;

and this proves the theorem.

Let us now link the notion of a metric in the small to that of a space with a simple basis. In a space

possessing both these properties the simple balls, BD (p;r) or BG (p;g), can always be chosen to be small,

and then we call them geodesic balls. The justi�cation for this term is as follows. Within a geodesic ball any

two distinct points an;bn are connected by a simple arc ubnan , and as an $ bn we have both

Dubnan
Danbn

! 1;

because the ball is simple, and
Danbn
Ganbn

! 1;

because the ball is small. It follows that whenever an $ bn within a geodesic ball,

Dubnan
Ganbn

! 1;

that is, ubnan acts as a geodesic arc in the small (see Fig. 12).

Since the geodesic balls form a basis for the D-topology, we can call a space with a simple basis in which

D is a metric in the small a space with a geodesic basis.
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Figure 12. A schematic representation of a geodesic D-ball (or a geodesic G-ball) centered at the point shown by the open circle.

As two points within the ball converge to each other, a simple arc connecting them provides progressively better approximation

for the in�mum of the D-length for all possible chains connecting them.

6. Euclidean n-spaces

We are now prepared to see how the general theory of path length (Dzhafarov, 2008), with the aid of

the intermediate constructions of the previous sections, can be specialized to mathematical foundations of

Multidimensional Fechnerian Scaling (MDFS ) proposed in Dzhafarov and Colonius (2001) and Dzhafarov

(2002a-d).

Let stimuli be represented by points in an open connected region of the Euclidean n-space, denoted E

and endowed with the usual Euclidean metric

Eab = ja� bj : (34)

Recall that the connectedness of E means that it cannot be presented as a union of two open nonempty sets.

In the Euclidean space this notion is equivalent to arc-connectedness: any two points can be connected by

an arc.

A straight line segment is de�ned to be an arc parametrizable as

s (t) = a+ ut; t 2 [a; b] : (35)

The tangent space Tp associated with every point p of E is simply the set Rn of all n-vectors (directions)

u; endowed with the Euclidean norm juj : For any u 6= 0; the notation u will be used for the unit vector

codirectional with u:

u =
u

juj ; juj = 1: (36)



Dissimilarity Cumulation Theory in Smoothly-Connected Spaces 31

The set of all unit vectors u is denoted u (the notation is consistent with that for unit vectors and with the

fact that u is closed in Rn).

As any metric, Euclidean metric E is a dissimilarity function. Straight line segments a+ ut and, generally,

all C1 (continuously di¤erentiable) paths in E are E-smooth and smoothly E-parametrized.

Let now a dissimilarity function D be imposed on E (e.g., 	(1) or 	(2), as discussed in the next section).

We begin by introducing three axioms (assumptions) about the space (E; D) and its relation to (E; E). A

fourth axiom needed for a complete theory will be formulated after we have developed a di¤erential geometry

of path length.

Axiom 1 The topologies of (E; D) and (E; E) coincide.

The coincidence of the D-topology and the Euclidean topology means, of course,

an $ a() an ! a; (37)

where ! denotes the usual Euclidean convergence. In all topological considerations therefore the balls

BD (p;"), BG (p;") ; and BE (p;") can be used interchangeably. As a result, all topological concepts (open-

ness, continuity, compactness, etc.) can be used without the pre�x D, G; or E. In particular, dissimilarity

Dxy and metric Gxy are continuous in (x;y) with respect to the (product) Euclidean topology.

Note, however, that the D-uniformity is not assumed to coincide with the Euclidean uniformity. Thus,

it is possible that Danbn ! 0 but jan � bnj 6! 0; or vice versa. In particular, dissimilarity Dxy and metric

Gxy are not generally uniformly continuous in the Euclidean sense.

Axiom 2 For any p;an;bn 2 E (an 6= bn), if an $ p and bn $ p,

Danbn
Ganbn

! 1:

This axiom will determine the variant of the MDFS theory we are constructing: MDFS with convex

submetric functions (equivalently, convex indicatrices). As the next theorem tells us, this axiom means that

the dissimilarity D is metric in the small.

Theorem 9 For any set e contained in a compact subset of E,

Danbn
Ganbn

! 1 (38)

as an $ bn (an 6= bn) within e: In particular, this is true for any Euclidean ball BE (p;r) ;
12 implying that

D is a metric in the small, and every Euclidean ball is small.

12This is the reason we de�ne e as contained within a compact set rather than simply compact (which would otherwise make

no di¤erence as the proof only uses the fact that an;bn vary within a compact set). Open balls BE (p;r) are more directly

related to the general de�nitions in Section 5 than their compact closures BE (p;r).
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Proof. (Essentially the same as for Lemma 1.) Assume the contrary: for some sequence an $ bn within

e;

Danbn
Ganbn

6! 1:

Then either lim inf or lim sup of the ratio equals L 6= 1; and there is a subsequence of (an;bn) (without loss

of generality, the sequence itself) for which

Danbn
Ganbn

! L:

Since e is within a compact set, for some subsequence of (an;bn) and a point p;

an $ p;bn $ p;

and we arrive at a contradiction with Axiom 2.

The property of being metric in the small for D can, of course, also be formulated in terms of BD (p;r)

or BG (p;r) (because, by Axiom 1, every Euclidean ball contains a D-ball and a G-ball around any of its

points). Note however that it need not be true that every D-ball or every G-ball is small (because they need

not be contained within a Euclidean ball).

For the next axiom refer to the de�nition (36) of a unit vector and Fig. 13.

Axiom 3 For any x;an;bn 2 E (an 6= bn) and any unit vector u; if an $ x, bn $ x; and bn � an ! u;

then
Danbn
jbn � anj

tends to a positive limit, denoted F (x;u).

u u u

x x x

1a

1b

2a

2b
.   .    .

nb
na

.   .    .

Figure 13. An illustration for Axiom 3. Shown are a point x (open circle), a direction u attached to it, and (in successive

panels from left to right) pairs of points (a1;b1), (a2;b2), ..., (an;bn), ... gradually converging to x so that the dashed line

connecting them (and oriented from an to bn) gradually aligns with the the direction u. The axiom says that in this situation

the dissimilarity Danbn and the Euclidean distance jbn � anj are comeasurable in the small: neither of them tends to zero

in�nitely faster than the other.

Theorem 10 F (x;u) is continuous in (x;u) :
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Proof. Let � (x;u; ") (for " > 0) denote a positive quantity such that

max
�
ja� xj ; jb� xj ;

��b� a� u��	 < � (x;u; ") =)
���� Dabjb� aj � F (x;u)

���� < ":

Consider a sequence (xn;un)! (x;u) ; and let (an;bn) ; an 6= bn, be any sequence satisfying

max
�
jan�xnj ; jbn�xnj ;

��bn � an � un��	 < min���xn;un; 1
n

�
;
1

2
� (x;u; ")

�
:

Clearly,
Danbn
jbn � anj

� F (xn;un)! 0:

At the same time, for all su¢ ciently large n;

max fjxn�xj ; jun � ujg <
1

2
� (x;u; ") ;

implying

max
�
jan�xj ; jbn�xj ;

��bn � an � un��	 < � (x;u; ") :

But then ���� Danbnjbn � anj
� F (x;u)

���� < ";

and as " can be chosen arbitrarily small, we have

Danbn
jbn � anj

� F (x;u)! 0:

The convergence

F (xn;un)! F (x;u)

follows.

Putting an = x and bn � an = u in Axiom 3, and denoting bn = x + us; the function F (x;u) can be

presented as

F (x;u) = lim
s!0+

Dx [x+us]

s
: (39)

More generally, we denote

F (x;u) =

8<: lims!0+
Dx[x+us]

s if u 6= 0

0 if u = 0
; (40)

and call F (x;u) a submetric function. We will see below (Theorem 16) that when u is a tangent _x (t) of a

continuously di¤erentiable path, F (x; _x (t)) coincides with the generalized submetric function F (x (t) ;�x (t))

introduced in Section 3. A pair (x;u) is traditionally called a line element, and when taken in the same

context it plays the role of the arc element of Section 3.

We list the standard properties of the submetric function (mentioned earlier in footnote 5).

Theorem 11 F (x;u) exists for any (x;u) 2 E� Rn. It is positive for u 6= 0; continuous in (x;u), and for

any k > 0, F (x;ku) = kF (x;u) :
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Proof. For u 6= 0, denoting u = juju,

F (x;ku) = lim
s!0+

Dx [x+kus]

s
= k juj lim

kjujs!0+

Dx [x+uk juj s]
k juj s = k jujF (x;u) :

Putting k = 1, it immediately follows that F (x;u) exists, that it is positive and continuous, and that

F (x;u) = jujF (x;u) :

So

F (x;ku) = k jujF (x;u) = kF (x;u) :

Finally, since any convergence of (xn;un) ! (x;0) with un 6= 0 can be presented as (xn; junjun) ! (x;0)

with junj ! 0; the function F (x;u) extends to F (x;0) = 0 by continuity.

Axiom 3 can now be strengthened as follows.

Theorem 12 For any an;bn 2 e � E, if e is compact and an $ bn (an 6= bn) then

Danbn
F (an;bn�an)

! 1

and
Ganbn

F (an;bn�an)
! 1:

Proof. That the two convergences are equivalent follows from Theorem 9. It su¢ ces to prove the �rst of

them. Rewrite it as
Danbn

F
�
an;bn � an

�
jbn � anj

! 1:

If an $ x, bn $ x; and bn � an ! u for some line element (x;u) ; then the convergence holds by Axiom

3. But within a compact set e one can always select a subsequence with an $ x, bn $ x; for some x; from

any in�nite sequence (an;bn); and due to the compactness of the set u of all unit directions, one can always

select a subsequence of this subsequence with bn � an ! u; for some u. The result now obtains using the

same argument as in Theorem 9.

Submetric function F (a;u) is called convex if for any a;u1;u2;

F (a;u1 + u2) � F (a;u1) + F (a;u2) : (41)

F (a;u) is convex if and only if the associated indicatrix at any point a;

Ia = fx : F (a;x� a) � 1g ; (42)

is convex in the standard geometric meaning: if a;b 2Ia; then the image of the straight line segment

a+(b� a) t; t 2 [0; 1] ; lies entirely within Ia: Note that Ia is part of the tangent space Ta rather than of

G. For a detailed discussion of indicatrices see Dzhafarov and Colonius (2001).
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Theorem 13 Submetric function F is convex.

Proof. From Theorem 12 we know that for any u 6= 0, if an $ a and sn ! 0+;

Gan [an + usn] =sn
F (an;u)

=
Gan [an + usn]

F (an;usn)
! 1:

Since
F (an;u)

F (a;u)
! 1;

we have
Gan [an + usn] =sn

F (a;u)
! 1:

It follows that for any nonzero u1; u2; u1 + u2;

lim
s!0+

Ga [a+ u1s] +G [a+ u1s] [(a+ u1s) + u2s]

Ga [a+ (u1 + u2) s]
=
F (a;u1) + F (a;u2)

F (a;u1 + u2)
:

But the left-hand expression is always � 1; whence

F (a;u1 + u2) � F (a;u1) + F (a;u2) :

It remains to observe that the inequality is also valid for the cases u1 = 0; u2 = 0; and u1 + u2 = 0.

The next two theorems establish a special role played in the development by straight line segments.

Theorem 14 Straight line segments are smooth, and the representation s (t) = a+ ut; t 2 [a; b] ; for a

straight line segment is a smooth D-parametrization. The D-length of sj [a; b] is

Ds ([a; b]) =

Z b

a

F (a+ ut;u) dt:

Proof. Since D is a metric in the small, by Theorem 8,

Ds ([a; b]) = Dinss ([a; b]) = lim
n!1

knX
i=0

Ds (tni ) s
�
tni+1

�
;

for any sequence of nets �n =
�
:::; tni ; t

n
i+1:::

	
partitioning [a; b] with ��n ! 0. Rewriting the sum as

knX
i=0

D [a+ utni ]
�
a+ utni+1

�
=

knX
i=0

F
�
a+ utni ;u

�
tni+1 � tni

�� D [a+ utni ]
�
a+ utni+1

�
F
�
a+ utni ;u

�
tni+1 � tni

�� ;
we observe that, by Theorem 12, the ratios tend to 1 uniformly on the compact set s ([a; b]) : Hence

Ds ([a; b]) = lim
n!1

knX
i=0

F
�
a+ utni ;u

�
tni+1 � tni

��
= lim
n!1

knX
i=0

F (a+ utni ;u)
�
tni+1 � tni

�
:

Using the continuity of F and the de�nition of Riemann integral we establish

Ds ([a; b]) =

Z b

a

F (a+ ut;u) dt:
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Using (40),

F (a+ ut;u) = lim
s!0+

D [a+ ut] [a+ ut+ us]

s
= lim
s!0+

Ds (t) s (t+ s)

s
;

and since F (a+ ut;u) is positive and continuous in t; sj [a; b] is smoothly D-parametrized. Finally,

lim
��t!0+

Ds (t) s (�)R �
t
F (a+ ux;u) dx

= lim
��t!0+

1
��tDs (t) s (�)

1
��t

R �
t
F (a+ ux;u) dx

= 1;

because the limit equals
F (a+ uc;u)

F (a+ uc;u)
= 1

whenever t! c; � ! c for some c 2 [a; b] ; and [a; b] is compact (see Lemma 1).

By relating this result to Theorems 9 and 12, we see that the theory we are constructing is a special case

of that for spaces with geodesic bases (Section 5).

Theorem 15 (E; D) is a space with a geodesic basis, with straight line segments being simple arcs, and any

Euclidean ball being geodesic.

Proof. By Theorem 9, any BE (x;r) is a small ball. To prove that it is also simple, observe that any two

of its points a;b can be connected by a straight line segment sba ; about which we know that it is smooth

(Theorem 14). We only need to show that the straight line segments in BE (x;r) form a uniformly simple

system: for any an $ bn (an 6= bn),
Danbn

Dsbnan
! 1:

Using the mean value theorem,

Danbn

Dsbnan
=

DanbnR 1
0
F (an+(bn � an)x;bn � an) dx

=
Danbn

F (an+(bn � an) �n;bn � an)

(0 � �n � 1). But
Danbn

F (an;bn � an)
! 1

by Theorem 12, and

F (an+(bn � an) �n;bn � an)
F (an;bn � an)

=
F
�
an+(bn � an) �n;bn � an

�
F
�
an;bn � an

� ! 1;

by an argument analogous to that in Theorems 9 and 12: assuming the contrary we could choose a subse-

quence with an $ p; bn $ p; bn � an ! u for which the ratio would not tend to 1, which is impossible

due to

F
�
an+(bn � an) �n;bn � an

�
! F (p;u)

F
�
an;bn � an

�
! F (p;u) :

This completes the proof.
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A comment analogous to the one following Theorem 9 can be made here too. The property of being a

space with a geodesic basis can be formulated in terms of BD (p;r) or BG (p;r), but it is not generally true

that every D-ball or every G-ball is geodesic.

We arrive now at the standard computation of the length of a C1 path by integration of the submetric

function applied to its points and tangents.

Theorem 16 Any C1 path xj [a; b] is smooth and smoothly parametrized, with F (x (t) ; _x (t)) = F (x (t) ;�x (t))

and

Dx ([a; b]) =

Z b

a

F (x (t) ; _x (t)) dt:

Proof. (Essentially the same as the proof of Theorem 14, because of which we only give an abridged

version with a lighter notation.) By Theorem 8,

Dx ([a; b]) = lim
��!0

X
Dx (ti)x (ti+1) ;

across all nets � = f:::; ti; ti+1:::g partitioning [a; b].

lim
��!0

X
Dx (ti)x (ti+1) = lim

��!0

X
F (x (ti) ;x (ti+1)�x (ti))

Dx (ti)x (ti+1)

F (x (ti) ;x (ti+1)�x (ti))
:

Since with � � t! 0+ on [a; b] ;
Dx (t)x (�)

F (x (t) ;x (�)�x (t)) ! 1

(Theorem 12), we get

Dx ([a; b]) = lim
��!0

X
F (x (ti) ;x (ti+1)�x (ti)) = lim

��!0

X
F

�
x (ti) ;

x (ti+1)�x (ti)
ti+1 � ti

�
(ti+1 � ti) :

But

F

�
x (t) ;

x (�)�x (t)
� � t

�
! F (x (t) ; _x (t))

with � � t! 0+; and F (x (t) ; _x (t)) is continuous. Hence

Dx ([a; b]) = lim
��!0

X
F (x (ti) ; _x (ti)) (ti+1 � ti) =

Z b

a

F (x (t) ; _x (t)) dt:

Clearly,

lim
s!0+

Dx (t)x (t+ s)

s
= lim
s!0+

F

�
x (t) ;

x (t+ s)� x (t)
s

�
= F (x (t) ; _x (t)) ;

proving the smoothness of the D-parametrization and the equality

F (x (t) ; _x (t)) = F (x (t) ;�x (t)) :

The smoothness of xj [a; b] follows from

lim
��t!0+

Dx (t)x (�)R �
t
F (x (t) ; _x (t)) dt

= lim
��t!0+

Dx (t)x (�) = (� � t)
F (x (t+ (� � t) �) ; _x (t+ (� � t) �)) = 1;

by our usual argument involving � ; t! c and the compactness of [a; b] :
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We should mention, omitting proofs (see, e.g., Dzhafarov & Colonius, 2001), the invariance of the above

computations for a C1-path xj [a; b] under its di¤eomorphic reparametrizations and under all di¤eomorphic

transformations of the space E.

The next theorem and the construction that follows justify one�s con�ning one�s attention to piecewise

C1 or even strictly C1 paths only.

Theorem 17 For every recti�able path xj [a; b] connecting a to b one can �nd a piecewise C1 (in fact,

piecewise linear) path from a to b which is arbitrarily close to xj [a; b] pointwise and in its D-length.

Proof. Due to Theorem 15, this is merely a special case of Theorem 6, with straight line segments playing

the role of simple arcs.

By means of a �corner-rounding�construction mentioned in Carathéodori (1967, pp. 199-200), we can

in fact replace any piecewise linear arc with a C1-arc. Refer to Fig. 14.

a−

0

b

s−
s

a s2ua +
s1ua −

Figure 14. An illustration for the corner-rounding construction. The piecewise linear arc is shown as a mapping of the interval

[�a; b] into Euclidean plane (gray area). It is transformed into a C1 arc by replacing its tip portion with the arc shown by the

dotted line. The C1 arc�s D-length can be made arbitrarily close to that of the original, piecewise linear arc.

Let two adjacent linear pieces be parametrized as

p (t) =

8<: a+ u1t if t 2 [�a; 0]

a+ u2t if t 2 [0; b]

where a; b > 0: Their combined D-length in a small vicinity of 0 (corresponding to their intersection point

a) is

Dp ([�s; s]) =
Z 0

�s
F (a+ u1t;u1) dt+

Z s

�s
F (a+ u2t;u2) dt;
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and it obviously vanishes as we choose progressively smaller s: We claim that one can construct a C1-arc

x (t) = a+ u (t) t; t 2 [�s; s] ; (43)

such that

u (�s) = u1;u (s) = u2
_u (�s) = _u (s) = 0

(44)

and

lim
s!0+

Dx ([�s; s]) = 0: (45)

The conditions given in (44) ensure that the combined arc yj [�a; b] de�ned by

y (t) =

8<: x (t) if t 2 [�s; s]

p (t) if t 2 [a;�s[ [ ]s; b]

is C1: Condition (45) is to ensure that the di¤erence

Dp ([�a; b])�Dy ([�a; b])

can be made arbitrarily small by choosing s su¢ ciently small.

It is su¢ cient to construct just one example of (43). Let

u (t) =
u1 + u2
2

+

�
t
s

�3 � 3 � ts�
4

(u1 � u2) :

One can easily verify conditions (44). One can also verify that for �s � t � s;

x (t) 2 BE (a;s)

and

j _x (t)j �
p
2:

Denoting

F = max
x2BE(a;s)

u2u

F (x;u) ;

we see that as s! 0+;

Dx ([�s; s]) =
Z s

�s
F (x (t) ; _x (t)) dt �

p
2F � 2s! 0:

We have now rigorously developed, by means of gradually specializing the general dissimilarity-based path

length theory, a version of the di¤erential-geometric theory mentioned in Section 1.3 as the main motivation

for the present work. The construction is not complete, however. For any two points a;b we can compute,

by integrating a submetric function, the D-length of a C1 path connecting a to b; and we know that the

in�mum of the D-lengths across all C1 paths is the same as the in�mum ADab of the D-lengths for all paths
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connecting a to b: ADab is an oriented distance (Dzhafarov, 2008), called the arclength metric. It is not

ensured, however, that ADab coincides with Gab; the oriented Fechnerian distance from a to b; de�ned as

the in�mum of the D-lengths for all �nite chains connecting a to b: To ensure this we need an additional

assumption.

Axiom 4 (E; D) is a complete space with intermediate points.

In accordance with Proposition 16 we can state now that Gab in (E; D) is an intrinsic metric in the

broad Finslerian sense (see footnote 5):

Gab = inf

Z b

a

F (x (t) ; _x (t)) dt;

where the in�mum is taken across all C1 paths (or piecewise C1 paths if more convenient) connecting a to

b:

Note that the completeness of (E; D) cannot be derived from the completeness of (E; E) because the

uniformities induced by D and E need not coincide.

7. Multidimensional Fechnerian Scaling (MDFS)

The second main postulate of UFS (the �rst one being the law of Regular Minimality) is that the canon-

ical psychometric increments 	(1) and 	(2) are dissimilarity functions. An application of a DC construct

formulated for an abstract dissimilarity space (S; D) to UFS generally consists in ascribing the properties

of (S; D) in the construct to both
�
S;	(1)

�
and

�
S;	(2)

�
: Since 	(1) and 	(2) are derived from one and

the same discrimination probability function  ; it often happens that postulating a property for either of�
S;	(1)

�
and

�
S;	(2)

�
implies this property for the other. Thus, Proposition 5 says that 	(1)anbn ! 0 if

and only if 	(2)anbn ! 0; and Proposition 17 provides another example: This is not always the case though,

as one can surmise from the fact that the property of being a dissimilarity function has to be posited for

both 	(1) and 	(2) rather than for just one of them. The constructs introduced in the present paper provide

more examples. A path which is 	(1)-smooth need not be 	(2)-smooth. The property of being metric in the

small for 	(1) does not imply the same for 	(2). If
�
S;	(1)

�
is postulated to have a simple basis, the same

has to be postulated for
�
S;	(2)

�
separately, and even then the systems of simple arcs need not be the same

for 	(1) and 	(2):

Focusing on the task of constructing MDFS from the abstract theory of the previous section, it is easy

to see that while Axioms 1 and 4 can be posited to hold for either of
�
E;	(1)

�
and

�
E;	(2)

�
(and then they

will hold for the other), this is not true for Axioms 2 and 3. The treatment of the axioms, however, can be

made more even if we adopt an additional assumption.13

13This assumption is equivalent to formulating Axiom 3 for both 	(1) and 	(2). We choose our approach for mathematical

reasons and because it more readily lends itself to generalizations (such as Assumption M below).
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Assumption E. For any x;an;bn 2 E (an 6= bn) and any unit vector u; if an $ x, bn $ x; and

bn � an ! u; then
	(1)anbn
	(2)bnan

=
 anbn �  anan
 anbn �  bnbn

tends to a positive limit.

Theorem 18 Under Assumption E , the space
�
E;	(1)

�
satis�es Axioms 1- 4 if and only if so does the space�

E;	(2)
�
:

Proof. The truth of this statement for Axioms 1 and 4 immediately follows from, respectively, Proposition

5 and Proposition 17: one does not need Assumption E for that. For Axiom 3 the statement is obvious. To

prove the statement for Axiom 2, assume the contrary: let 	(1) be a metric in the small while 	(2) is not.

Then for some sequence an $ p, bn $ p (an 6= bn),

lim inf
n!1

G2anbn
	(2)anbn

= 1� 2"0

for some positive ". This follows from

0 <
G2anbn
	(2)anbn

� 1:

Without loss of generality, let the ratio converge to 1� 2"0: Then for all su¢ ciently large n;

G2anbn �	(2)anbn
	(2)anbn

< �"0:

Since 	(1) is a metric in the small, we have for the same sequence

lim
n!1

	(1)anbn
G1anbn

= 1:

Then for any " > 0 and all su¢ ciently large n;

G1bnan �	(1)bnan
	(1)bnan

> �":

Rewriting the two inequalities as

	(2)anbn �G2anbn > "0	
(2)anbn

G1bnan �	(1)bnan > �"	(1)bnan

and adding them, we observe that�
	(2)anbn �G2anbn

�
+
�
G1bnan �	(1)bnan

�
= 0:

Indeed,

G1bnan �G2anbn =  anan �  bnbn

by Proposition 7, and

	(2)anbn �	(1)bnan =  bnbn �  anan
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by direct veri�cation. So the two inequalities yield

"0	
(2)anbn � "	(1)bnan < 0;

which is equivalent to
	(1)bnan
	(2)anbn

>
"0
"
:

Since " can be chosen arbitrarily small, this implies

	(1)bnan
	(2)anbn

!1:

But some subsequence of (an;bn) can always be chosen so that bn � an ! u; for some u; and we would

then arrive at a contradiction with Assumption E . This completes the proof.

Once the complete symmetry in the treatment of 	(1) and 	(2) has been established, we know that

F1 (a;u) = lims!0+
	(1)a[a+us]

s

F2 (a;u) = lims!0+
	(2)a[a+us]

s

(46)

are, both of them, convex functions, and the corresponding indicatrices

I
(1)
a = fy : F1 (a;y � a) � 1g

I
(2)
a = fx : F2 (a;x� a) � 1g

(47)

are convex in the usual geometric sense. In accordance with Dzhafarov and Colonius (2001), this means that

the psychometric functions y 7!  ay and x 7!  xa have convex cross-sections

C
(1)
a; 0

= fy :  ay =  0g

C
(2)
a; 0

= fx :  xa =  0g
(48)

when  0 is taken very close to the minimum level  aa (see Fig. 15).

Assumption E belongs to the class of �comeasurability in the small� statements for psychometric in-

crements (see Dzhafarov, 2002d; Dzhafarov & Colonius, 2005a). It states, essentially, that psychometric

increments are of the same order of magnitude when computed between very close points. In more general

settings, where direction vectors u are not de�ned, one may need weaker versions of comeasurability. Thus,

when applying to UFS the general theory of metrics in the small, one might adopt the following generalization

of Assumption E .

Assumption M. For any p 2 S there is an r > 0 such that if an $ bn (an 6= bn) within BD (p;r) then

0 < lim inf
n!1

	(1)anbn
	(2)bnan

� lim sup
n!1

	(1)anbn
	(2)bnan

<1: (49)

Using the same argument as in the proof of Theorem 18 one can prove then that 	(1) is metric in the

small if and only if so is 	(2):
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a

a
x­plane
or

y­plane

x­plane
or

y­plane

Figure 15. Two cross-sections of two hypothetical psychometric functions (of the form y 7!  ay or x 7!  xa) made parallel to

the canonical stimulus space (here, a plane) at very small elevations above their minima. The cross-sections are shown separately

in the lower panel. According to Dzhafarov and Colonius (2001), the cross-sections approximate in shape the corresponding

indicatrices, progressively better as the elevations above minima get smaller. Thus the indicatrices on the right but not on

the left are convex. The reason for drawing the psychometric functions �pencil-sharp�at their minima is that the slope of the

increase in the functions�values as one moves from a in any direction u equals F1 (a;u) (for functions y 7!  ay) or F2 (a;u)

(for functions x 7!  xa). See Dzhafarov (2002d) for a more detailed discussion.
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8. Conclusion

We have shown that the general DC theory of path length leads to a broadly understood Finslerian theory

in n-dimensional Euclidean spaces by means of the following assumptions, stated here informally:

1. that points very close to each other in the Euclidean sense, ja� bj ! 0; are very close in the D-sense

too, Dab! 0, and vice versa;

2. that locally the dissimilarity D acts like an oriented distance;

3. that neither of ja� bj and Dab tends to zero in�nitely faster than the other when a and b converge

to a point x with their relative position b� a gradually aligning with a straight line passing through

x; and

4. that for any a;b one can �nd a third point m such that Damb does not exceed Dab:

Any path in this space can be approximated by a path with continuously turning tangents (C1), and the

length of the latter path can be computed by means of integrating a convex submetric function which can

be viewed as the magnitude of its tangent at its every point. The distance Gab can be found as the greatest

lower bound for D-lengths of all C1 paths connecting a to b:

When D is speci�ed as one of the psychometric increments 	(1) and 	(2), this construction yields a

version of MDFS (Dzhafarov, 2002d; Dzhafarov & Colonius, 2001) under one additional assumption: that

when points a and b converge in the manner described in the third assumption above, neither of 	(1)ab and

	(2)ba tends to zero in�nitely faster than the other.

It is important not to overlook that MDFS, unlike UFS, is a psycho-physical construction, in the technical

sense of Dzhafarov and Colonius (2005a). This means that the truth value of its assumptions and the results

of its computations depend not only on the pairwise discrimination probabilities among stimuli, but also on

one�s choice of the physical representation of stimuli. The logical structure of the propositions in MDSF

therefore has the following form:

There exists a canonical representation of stimuli (one in which (9) is satis�ed) by an open

connected region of Euclidean n-space in which the following statements (computations) are true

(yield the following results): ...

If such a representation for stimuli is found, the truth of the underlying assumptions and the computation

of lengths and distances remain invariant under all di¤eomorphic transformations of this representation, but

not under other bijective transformations. By contrast, the logical structure of the propositions in the

general theory of UFS or in one of its purely psychological (in the same technical sense) specializations has

the following form:

In any canonical representation of stimuli (in which (9) is satis�ed), the following statements

(computations) are true (yield the following results): ...
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All assumptions and computational results remain therefore invariant under all possible relabelings (bi-

jective transformations) of stimuli.

DISSIMILARITY
CUMULATION
(application: UFS)

DISCRETE
SPACES

(application: FSDOS)

FINITE
SPACES

COMPLETE
SPACES WITH

INTERMEDIATE
POINTS

SPACES WITH
SIMPLE BASES

EUCLIDEAN
n­SPACES

(application: MDFS)

SPACES WITH
METRICS

IN THE SMALL

SPACES WITH
GEODESIC BASES

Figure 16. Various specializations of the DC theory. An arrow from A to B indicates that B is a special case of A.

The purely psychological constructions introduced in this paper on the way from the general DC theory

of path length to the Finslerian one (smooth path, smoothly parametrized path, uniformly simple system of

arcs, etc.) are of interest in their own right. Thus, C1 arcs of the Euclidean space can be generalized into

smooth arcs in arbitrary arc-connected spaces de�ned in terms of the dissimilarity function D alone: a path

is smooth if the length of any small fragment thereof can be approximated by the dissimilarity between the

fragment�s endpoints. The length of a smooth path can be computed by integrating a generalized version of

the submetric function.

Figure 16 summarizes the various forms and applications of the DC theory introduced (with the exception

of the discrete and �nite spaces) in the series of papers of which the present one is the third.14
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14FSDOS in Fig. 16 stands for Fechnerian Scaling of Discrete Object Sets; it is also the name of software computing Fechnerian
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