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Abstract

We consider four measures of contextuality, chosen for being based on the fundamental properties of
the notion of contextuality, and for being applicable to arbitrary systems of measurements, both with-
out and with disturbance. We have previously shown that no two of them are functions of each other:
as systems of measurements change, either of them can change, while the other remains constant. This
means that they measure different aspects of contextuality, and we proposed that rather than picking
just one measure of contextuality in one specific sense, one could use all of them to characterize a con-
textual system by its pattern of contextuality. To study patterns of contextuality, however, one needs a
systematic way of varying systems of measurements, which requires their convenient parametrization.
We have convenient parametrization within the class of cyclic systems that have played a dominant
role in the foundations of quantum mechanics. However, they cannot be used to study patterns of
contextuality, because within this class the four measures of contextuality have been shown to be
proportional to each other. In this concept paper, we introduce hypercyclic systems of measurements.
They generalize cyclic systems while preserving convenient parametrization. We show that within this
class of systems, the same as for systems at large, no two of the measures of contextuality are functions
of each other. This means that hypercyclic systems can be used to study patterns of contextuality.
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A system of random variables R is a set of
double-indexed random variables Ry, where ¢ € ()
denotes their content, that can be defined as
the property the random variable measures, and
c € C is their context, encompassing the condi-
tions under which it is recorded. A system can be
presented as

R={R;:ce€C,qeQ,q=<c}, (1)

where ¢ < ¢ indicates that content ¢ is measured
in context c¢. The variables of the subset

R°={R;:q€Q,q=<c} (2)

are jointly distributed, whereas any two random
variables R, R;ﬁ € R with ¢ # ¢ are stochastically
unrelated, i.e., they possess no joint distribution.
In particular, the variables in the subset

Ry={R;:ce€C,qg=c} (3)
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are pairwise stochastically unrelated. The subset
R¢ is called the bunch corresponding to context c,
and the subset R, is referred to as the connection
for content gq.

A consistently connected system is a system
for which all variables within a connection have
the same distribution. In a strongly consistently
connected system, for any c,c’ € C,

{R;:qeQ,q=<cc} 4 {Rg/ tq€Q,q=<c .}
(4)
A system (1) is said to be noncontextual [1]
if there is a set of identically labeled and jointly
distributed random variables

S={S;:ceC,qeQ,q<c}, (5)

satisfying the following two conditions. (A) For
any ¢ € C,

S¢={5¢:q€Q,q=<c} LR (6)

(B) For any ¢ € Q, and any c¢,¢’ € C' such that
g <c and ¢ < ¢, the probability of Sg = Sgl is
maximal possible, given the individual distribu-
tions of the two variables. If such a system (5) does
not exist, the system is contexrtual.

We consider four principled and general mea-
sures of the degree of contextuality (CNTs) pro-
posed in the contextuality literature. Each of them
is constructed by relaxing one of the three basic
constraints defining noncontextual systems: that
S is a probability distribution, that it satisfies (A),
and that it satisfies (B).

CNT; measure is computed by considering
all distributions of S subject to (A), quantifying
their deviations from (B), and taking the small-
est such deviation for CNT; [2]. CNT; is defined
by exchanging the places of (A) and (B) in the
previous sentence [2].

CNTj3 (proposed in Ref. [3] for strongly con-
sistently connected systems, and generalized in
Ref. [1]) is computed by replacing the distribution
of S by a signed sigma-additive measure, one that
is allowed to be negative but equals 1 for the entire
space of values of S. CNTj3 equals T'— 1, where
T is the smallest total variation among the signed
measures subject to both (A) and (B).

One can also allow S to be a defective random
variable, with a nonnegative sigma-additive mea-
sure whose maximum value M can be less than
1. This contextuality degree, called Contextual
Fraction (CNTF) has been developed for strongly
consistently connected systems in Ref. [4]. It is the
smallest value of 1 — M among all such S subject
to (B) (with all maximal probabilities equal to 1)
and bounded from above by (A). The latter means
that the probabilities in the distribution of S¢ do
not exceed the corresponding probabilities in the
distribution of R¢. CNTF has been generalized to
arbitrary systems in Ref. [5].

For completeness, we should mention the hier-
archical version of CNTy, denoted CNT5', which
breaks down the contextuality of the system by
the ‘levels’ of the bunches to find out at which
level the incompatibility of (A) with (B) arises [6].
The term ‘level’, m in CNT%", refers to the number
of variables within each bunch whose joint dis-
tribution is being considered. For example, if the
system

R RIRIRLc=1
B RRR] 2
RY |F;[ B[R} 3
RY [RIRYRY 4

la=1]2[3[4[[Ra]
is contextual at level 2, then the joint distributions
of pairs of variables (2-marginals) in the system
are already incompatible with (B); if such sys-
tem is contextual at level 3, the 2-marginals are
compatible with (B), but the 3-marginals of the
bunches are not.

It has been documented in Ref. [7] that gen-
erally, no two of the mentioned measures of
contextuality are functions of each other: as sys-
tems of measurements change, either of them can
change while the other remains constant. This
means that each of these CNTs generally depicts
a unique aspect of contextuality. For instance,
different CNTs may be related to different geo-
metric representations of the same class of systems
[7]. It seems, therefore, that rather than trying
to find which of these CNTs is best, one could
use all of them as describing what can be called
pattern of contextuality. To systematically study
such patterns, one needs a sufficiently rich but
conveniently parametrized class of systems of mea-
surement. We propose to use for this purpose a
class of systems we dubbed hypercyclic.
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Fig. 1 Contextuality measures of some hypercyclic systems of ranks 4 and 5
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Note. Panel a) shows CNT; vs CNT; for several hypercyclic systems of order 3 and ranks 4 and 5. Panels b) through f) show, for
the same systems, the other pairs of CNTs. All variables in the systems used are dichotomous (0/1) and pairwise independent, with
Pr(R; = 1) = .5. Hence, for all systems the hierarchical measure is CNT3 and it coincides with CNT2. The horizontal and vertical

lines highlight examples for which one of the measures remains constant while the other measure varies, proving that they are not

related to each other by any function.
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This class includes the well-known cyclic sys-
tems as a proper subset. A cyclic system of
random variables is a system for which a suitable
arrangement of the contents and contexts allows
one to present it as

Ro= {{RE Rigi} ri= 1m0

where a1 denotes cyclic shift
1—2,....,n—1—n,n— 1. In (7), the variables
{RI,Rig,} constitute the bunch corresponding
to context ¢ = 1. It is clear that a cyclic system
has the same number of contents and contexts.
This number is called the rank of the cyclic sys-
tem. The following matrices depict three cyclic
systems: of rank 2, rank 3, and rank 4.

R! |R2 c=1
R% R% c=1 ! R% R2 )
Ri | R} [c=2 P8

Ry R3 3

o=tle=2l e ) T e [

R} |R} c=1
R3| RS
R3[| Rj
Ry Rj
la=1]2[3[4] R4 ]

Cyclic systems have played a very prominent
role in the foundations of quantum physics, espe-
cially in studies of contextuality and nonlocality
[8, 9]. However, in cyclic systems, due to their
simplicity, all CNTs mentioned above are related
by simple proportionality [2, 10, 11]. They are
not, therefore, suitable for a systematic analysis of
patterns of contextuality.

A hypercyclic system of order k and rank n,
n > k, is one for which it is possible to enumerate
its contents and contexts to obtain the following
representation:

(8)

| cof ol I

R = {{Rg,R;@l,...,R;@(k_l)} = 1n} :

(9)
where @j denotes j successive applications of
cyclic shift 1. Similar to cyclic systems, a hyper-
cyclic system has the same number of contents
and contexts. We continue to refer to this number
as the rank of the system. The following matrices
depict three hypercyclic systems of order 3 and
ranks 3, 4, and 5.

Rl [RIRie=1] —2
R 7| | P
D 0 e S EL {0

R TRIR] T=T
BRI 2
BRI 3

10

R RI[RI 4 (10)
RS Bl s

la=1]2[3[4]5 [Ras]

Our numerical exploration of hypercyclic sys-
tems shows that our CNTs are not generally
related to each other by any function. Figure 1
illustrates this for all six pairs of the CNTs com-
puted for hypercyclic systems of order 3 and ranks
4 and 5. Based on this finding and the fact that
hypercyclic systems can be systematically varied
due to their parametrization by order and rank,
one can hope that this class of systems could be
helpful in studying patterns of contextuality. In
this concept paper, we cannot assert more.
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